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Preface

Scope of Manual

This guide is designed to assist you in getting started with use of NightTune™, a process
and system analysis and tuning tool.

Structure of Manual

Thismanual consists of four chapters, two appendices and an index. A brief description of
the contents of each of the parts of the manual follows.

* Chapter 1 introduces NightTune, its command line options, and system
requirements.

* Chapter 2 describes NightTune display windows.
* Chapter 3 describes each of NightTune's functional display panels.

* Chapter 4 describes how to operate NightTune to execute specific monitor-
ing and tuning tasks.

* Appendix A describes how to install and configure licenses.

* Appendix B describes dependencies of certain features on the RedHawk
kernel.

Syntax Notation

The following notation is used throughout this guide:
italic

Books, reference cards, and items that the user must specify appear in italic
type. Special terms and commentsin code may also appear in italic.

list bold

User input appearsin 1ist bold type and must be entered exactly as
shown. Names of directories, files, commands, options and man page refer-
ences also appear in 1ist bold type.

list

Operating system and program output such as prompts and messages and list-
ings of files and programs appearsin 1ist type. Keywords also appear in
list type.
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window

Referenced Publications

Keyboard sequences and window features such as push buttons, radio buttons,
menu items, labels, and titles appear in window type.

Brackets enclose command options and arguments that are optional. You do
not type the brackets if you choose to specify such option or arguments.

Braces enclose mutually exclusive choices separated by the pipe (| ) character,
where one choice must be selected. You do not type the braces or the pipe
character with the choice.

An élipsisfollows an item that can be repeated.

The following publications are referenced in this document:

0898004

RedHawk Linux User’s Guide

0898008

NightStar RT Installation Guide

0898009

NightStar RT Tutorial

0898395

NightView™ RT User’s Guide

0898398

NightTrace™ RT User’s Guide

0898458

NightSm™ RT User’s Guide

0898465

NightProbe™ RT User’s Guide
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1
Introducing NightTune

NightTune’s graphical user interface (GUI) provides a powerful and intuitive
point-and-click style of operation that allows you to analyze and adjust system activities
with ease.

NightTune has the following features:

* Process monitoring and tuning

Through the Process List panel you can monitor their CPU time,
memory size, scheduling parameters, CPU affinity and other attributes of
individual processes. You can monitor the same attributes of individual
threads within a process. You can modify the scheduling parameters and
CPU affinity with the Process Scheduler dialog or with drag-and-drop
operations to the CPU Shielding and Binding panel. Finally, you can
view their memory usage, file descriptors, signals, capabilities, and
environment variables.

e CPU control

You can monitor the status of a CPU, including information about shield-
ing and process and interrupt bindings. If you have the appropriate privi-
leges, you can set shielding and hyper-threading attributes for each CPU.

* System monitoring and tuning

With the system activity panels, you can monitor:
- Context Switches
- CPU Usage
- CPU Shielding and Binding
- Disk Activity
- Interrupt Activity
- Memory Activity
- Kernel Memory
- Physical Memory
- Swap Space
- Network Activity
- NUMA Memory
- NUMA Memory Activity

- NUMA Memory Configuration

1-1



NightTune User’s Guide

Information is available both numerically and graphically. The Interrupt Activity
panel allows you to change the CPU affinity for individua interrupts.

* Tuning Activity log

Thisfacility provides optional logging of tuning activity to a user-specified
log file.

* Comprehensive online help

The help system includes context-sensitive help, accessible by clicking on
any item in NightTune's window.

NightTune uses the NightStar License Manager (NSLM) to control access to the
NightStar RT tools. See “NightStar Licensing” on page A-1 for more information.

Point and Click Operation

NightTune provides a point-and-click interface. Most operations utilize the mouse.

NightTune makes extensive use of right-click context menus and drag-and-drop actions.

Local or Remote Operation

Capabilities

1-2

NightTune can operate on local or remote systems. When operating remotely, the graphi-
cal user interface runs on the host system where NightTune is invoked and communicates
to a NightTune server process which is launched automatically on the remote target sys-
tem.

The Pluggable Authentication Module (PAM) is used to authenticate connection requests
to remote systems (see pam (8) ). Thefile /etc/pam.d/ntune isinstalled as part of
the NightTune product; it defines the specific authentication mechanisms that are used for
each target system. For security reasons, NightTune encrypts usernames and passwords
during all authentication requests and never stores authentication information to disk.

See “Command Line Options’ on page 1-4 for more information on remote operation of
NightTune.

Most operations with NightTune do not require any special privileges. However, if you
wish to modify the scheduling attributes, view detailed memory usage of other users' pro-
cesses, or adjust CPU shielding attributes, you must have the CAP_SYS NICE capability
or invoke NightTune as the root user.
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Linux provides ameansto grant otherwise unprivileged users the authority to perform cer-
tain privileged operations. The Pluggable Authentication Module (see
pam_capability (8)) isused to manage sets of capabilities, called roles, required for
various activities.

Linux systems should be configured with an ntuneuser role which provides the
CAP_SYS NICE capability.

Edit /etc/security/capability.conf and define the ntuneuser role (if itis
not already defined) in the “ROLES’ section:

role ntuneuser CAP_SYS NICE

Additionally, for each NightTune user on the target system, add the following line at the
end of thefile:

user username ntuneuser
where username is the login name of the user.

If the user requires capabilities not defined in thentuneuser role, add anew role which
contains ntuneuser and the additional capabilities needed, and substitute the new role
name for ntuneuser in the text above.

In addition to registering your login namein /etc/security/capability.conf,
certain files under the /etc/pam.d directory must also be configured to allow capabili-
tiesto be activated.

To activate capabilities, add the following lineto the end of selected filesin /etc/pam.d
if itisnot already present:

session required pam capability.so

The list of files to modify is dependent on the list of methods that will be used to access
the system. The following table presents a recommended configuration that will grant
capabilities to users of the services most commonly employed in accessing a system.

Table 1-1. Recommended /etc/pam.d Configuration

letc/pam.d File | Affected Services Comment

remote telnet Depending on your system, the remote file may
rlogin not exist. Do not create the remote file, but edit it
rsh (when used w/o a command) if itis present.

login local login (e.g. console) *On some versions of Linux, the presence of the
telnet* remote file limits the scope of the 1login fileto
rlogin* local logins. In such cases, the other services listed
rsh* (when used w/o a command) here with 1login are then affected solely by the

remote configuration file.
rsh rsh (when used with a command) eg.rsh system name a.out

1-3



NightTune User’s Guide

Table 1-1. Recommended /etc/pam.d Configuration

letc/pam.d File | Affected Services Comment

sshd ssh You must also edit /etc/ssh/sshd _config
and ensure that the following line is present:
UsePrivilegeSeparation no

gdm ghome sessions

kde kde sessions

If you modify /etc/pam.d/sshd or /etc/ssh/sshd_config, you must restart the
sshd service for the changes to take effect:

service sshd restart

In order for the above changes to take effect, the user must log off and log back onto the
target system.

NOTE

To verify that you have been granted capabilities, issue the
following command:

/usr/sbin/getpcaps $$

The output from that command will list the roles currently
assigned to you.

Command Line Options

Use the following command to start NightTune:
ntune [--help]
[--config=config-file| -c config-file]
[--logfile=logfile| -1 logfile]
[--target=systemname| -t system-name]
Options are described as follows:

--help

Causes NightTune to display its command line syntax (followed by a brief
description of each option), then exit.

- -config=config-file
-c config-file

1-4
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Introducing NightTune

Specifies the configuration file that contains the start-up information for
NightTune. In the absence of the - -con£ig option, NightTune searchesfor a
configuration file using the following ordered criteria:

- a.NightTunerc filein the current working directory
- a.NightTunerc fileinthe user's home directory

- /usr/lib/NightTune/lib/config

--logfile=logdfile
-1 lodfile

Specifies the file to be used for logging tuning activity. If logging is enabled
viathe Logging option from the NightTune menu, tuning events are logged
to thisfile. The name of the file can be entered on the command line or speci-
fied in the configuration file via the GUI; alog file named on the command
line overrides one specified in the configuration file.

- -target=system-name
-t system-name

Causes NightTune to operate on the specified remote target system. The
NightTune GUI will run on the system where ntune was invoked and will
communicate with a NightTune server process, which is automatically
launched on the target system.

NightTune connects to the target system using the nstar . d daemon, sup-
plied as part of NightStar RT tools, running on that target system.

By default, most Linux distributions enable a system service called irgbalance, which
automatically sets the affinity of interrupts to balance them across CPUs. This will inter-
fere with user-selected interrupt affinities. To disable this service both immediately and on
subsequent reboots, use these commands:

service irgbalance stop
chkconfig irgbalance off

1-5
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Menu Bar

2
NightTune Windows

NightTune features are available through a number of functional panels that are placed in
tabbed pages in NightTune windows.

Much of the time you will operate NightTune with a single window displaying several
panels of information within one or more tabbed pages. However, NightTune allows you
to have multiple windows active at once, customized to display any panels of interest.

Each window has:

* amenu bar (see“Menu Bar” on page 2-1)

* atoolbar that provides shortcuts and affects how data is refreshed (see
“Toolbar” on page 2-12)

¢ adisplay and control area, which is the main body of the window where
tabbed pages display selected panels (see “NightTune Panels’ on page 3-1)

The menu bar provides access to controlling which panels are displayed in the window as
well as the appearance of items inside panels, preference settings, launching additional
tools, and obtaining help.

The menu bar provides the following menus:
* File
* View
* Monitor
* Tools
* Help
Each menu is described in the sections that follow.

An icon appearing at the left of a menu item indicates that the corresponding icon on the
toolbar can also be used to perform that function.

2-1
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File

2-2

Mnemonic: Alt+F

The File menu allows you to set preferences, load or save configuration data, activate or
deactivate logging, and exit NightTune.

Load Config File...

Load System Default Config

Save Config File Ctrl+5
Save Config File As...

Preferences...

Sawve Preferences
fea Print Window...
() Exit NightView Ctrl+Q

Figure 2-1. File Menu

The following paragraphs describe the options on the File menu in more detail.

Load Config File...

Mnemonic: O
Accelerator: Ctrl+0O

Thismenu item displays afile selection dial og. By selecting a previously-saved con-
figuration file, NightTune closes all current windows, tabbed pages, and panels and
opens windows, tabbed pages, and panels as defined in the configuration file.

Load System Default Config
Mnemonic: D

This menu item loads the system default configuration, reverting the configuration
of windows, tabs, panels and panes back to their original configuration before any
user modifications were made.

Save Config File

Mnemonic: S
Accdlerator: Ctrl+S

This menu item allows you to save the configuration from the current session to a
configuration file. Configuration data includes the layout of panelsin tabbed pages
for windows in the current session as well as settings in the Preferences dialog
(see “Preferences’ on page 2-16).
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When invoked without the - -config or -c options, NightTune automatically
searches for a configuration file. It first looks for .NightTunerc in the current
working directory and then in your home directory, and finally in
/usr/lib/NightTune/lib/config. The first file found is automatically
loaded when NightTune launches.

The configuration will be saved to whatever configuration file was saved or loaded
last. If no configuration file was ever saved or loaded during the current NightTune
session, then the configuration file name will be .NightTunerc and will be
placed in your home directory.

For configurations involving remote systems, the names of those systems can be
saved in the configuration, if so desired. See “Bound to System” on page 2-18 for
more information.

Save Config File As...
Mnemonic: A

This menu item allows you to save the configuration from the current session to a
configuration file with a name of your choice.

When you select this menu item, NightTune displays afile selection dialog. After
making a selection, the configuration data from the current session is saved in the
selected file. Configuration data includes the layout of panelsin tabbed pages for
windows in the current session as well as settings in the Preferences dialog (see
“Preferences’ on page 2-16).

Print

This menu item displays the Printer dialog which allows you to print the NightTune
window.

Preferences...

Mnemonic: N
Accelerator: Ctrl+N

This menu item displays the Preferences dialog which allows you to customize
logging attributes and refresh intervals for various panels.

See “Preferences’ on page 2-16 for more information.

Logging
This menu item toggles the state of logging.

When logging is enabled, al modifications to processes scheduling attributes, CPU
shielding settings, and interrupt CPU affinity are logged in ASCII text to alog file.

By default, the name of the log fileisntune. log, placed in the current working
directory from which NightTune was launched. The name of the log file can be
changed with the Preferences dialog (see “Preferences’ on page 2-16).

2-3
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Exit

Mnemonic: X
Accderator: Ctrl+Q

This menu item exits NightTune. NightTune will not prompt you to save any

unsaved configuration data before exiting — select Save Config File prior to exit-
ing to retain configuration data for subsequent invocations of NightTune.

View

Mnemonic: Alt+V

The View menu allows you to control tabbed pages and toolbarsin the current NightTune
session.

% Add Page Ctrl+A

Rename Current Page...

Delete Current Page

ﬂ Refresh Page Ctrl+R
II Freeze Page Ctrl+Z
& Toolbars 3

Figure 2-2. View Menu

The following paragraphs describe the options on the View menu in more detail.

Add Page

Mnemonic: A
Accelerator: Ctrl+A

This menu item creates a new tabbed page in the current window.

A dialog can be displayed by right-clicking on the tab that allows you to rename,
delete or move the new page.

Rename Current Page...
Mnemonic: R

This menu item opens a dialog which allows you to change the name associated
with the tabbed page currently displayed in the window.

2-4
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Delete Current Page

Mnemonic: D

This menu item deletes the tabbed page currently displayed in the window.

Refresh Page

Accdlerator: Ctrl+R

The Refresh menu item immediately refreshes the displayed datain al panelsin
the current tabbed page.

Freeze Page

Mnemonic: Z
Accdlerator: Ctrl+Z

Thismenu item toggles the Freeze setting for all panelsin the current tabbed page.
When frozen, data values are not refreshed automatically; however, you can manu-
ally refresh the data on an otherwise frozen page by using the Refresh Page
menu item.

Toolbars

Mnemonic: B

This menu item opens a sub-menu to control which toolbars are visible. If an item
in this menu is checked, its corresponding toolbar will be visible; otherwise it will
not. Thetoolbarsare:

File Toolbar
View Toolbar
Monitor Toolbar
Connect Toolbar

Drop Site

The first four contain icons for functions from their corresponding menus. The
Drop Site toolbar contains two icons used as targets for drag and drop operations
(see “CPU Shielding and Binding Drag and Drop Operations” on page 3-10 and
“Process List Drag and Drop Operations’ on page 3-48).

In addition, the sub-menu contains the Show All Toolbars and Hide All Tool-
bars menu items, which check all toolbars and unchecked them, respectively.
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Monitor

2-6

Mnemonic: Alt+M

The Monitor menu allows you to select which panels are to be displayed in the tabbed
page currently visible in the NightTune display area.

ﬁ Context Switches *
g CPU Shielding and Binding
s CPU Usage *
= Disk Activity 3
;3 Interrupt Activity *
" Memary Activity 3
" Memary: Kernel 3
" Memary: Physical 3
a. Memary: Swap *
T Network Activity 3
B NUMA >
B NUMA Activity >
" NUMA Configuration 3
{3y Process List

Systems 3

Figure 2-3. Monitor Menu

NOTE

The Monitor menu, like the other menus, can be “torn off” from
the menu bar to reside in its own window separate from Night-
Tune by clicking on the dashed line at the top of the menu. Thisis
especially useful when making multiple changes to the panels to
avoid having to re-select the menu after every choice.

Menu items with an arrow at the right display a sub-menu for controlling which panes for
that panel are displayed in the NightTune display area. For example, many panels have a
Text pane, a Bar Graph pane and a Line Graph pane. Also on such sub-menus, an addi-
tional choice will exist to display all of those panes.

The following paragraphs summarize individual panel activities. Detailed descriptions for
each panel are provided in “NightTune Panels’ on page 3-1.
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Context Switches
Mnemonic: S
This panel displays context switches per CPU per second using textual and graphi-
cal displays.
CPU Shielding and Binding
Mnemonic: C

This panel describes each CPU in the system and includes information on the state
of shielding, process binding, and interrupt binding. It allows you to change the
shielding attributes of CPUs and to redefine the CPU binding of specific processes
or interrupts.

CPU Usage
Mnemonic: U
This panel displays CPU utilization using textual and graphical displays. It provides
User, System, Wait, and Idle time information per CPU.

Disk Activity

Mnemonic: D

This panel provides detailed disk activity for all disksin the system. It includes
information about read and write operations and service times using textual and

graphical displays.
Interrupt Activity
Mnemonic: |

This panel displays interrupt information for the system using textual and graphical
displays. It allows you to change the CPU affinity of individual interrupts.

Memory Activity
Mnemonic: E
This panel displays physical memory page transfer rates on the system using textual
and graphical displays.
Memory: Kernel
Mnemonic: V

This panel displays allocation of kernel virtual memory (vmalloc) on the system
using textual and graphical displays.
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Memory: Physical
Mnemonic: M
This panel displays allocation of physical memory on the system using textual and
graphical displays.
Memory: Swap
Mnemonic: W
This panel displays allocation of swap space on the system using textual and graphi-
cal displays.
Network Activity
Mnemonic: N

This panel describes network activity in terms of packet 1/O rates, errors, and colli-
sions for each network device on the system using textual and graphical displays.

NUMA
Mnemonic: A
This panel describes physical memory allocation for each node on NUMA systems
using textual and graphical displays.
NUMA Activity
Mnemonic: V
This panel describes physical memory activity for each node on NUMA systems
using textual and graphical displays.
NUMA Configuration
Mnemonic: F

This panel describes the configuration of the NUMA systems, including the CPUs
connected directly to each node and the relative distances from CPUs to memory on
each node.

Process List
Mnemonic: L

This panel provides information about processes. Additional detailed information is
available for individual processes viaa dialog window. The ability to change sched-
uling attributes for processes is available via another dialog window.
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Systems

Mnemonic: Y

This menu item allows the user to display NightTune panels for other systems and
allows connection and disconnection to/from those systems.

Mnemonic: Alt+T

F] NightProbe Monitor

BB MightSim Scheduler

;.

MightTrace Analyzer

=k NightView Debugger

Figure 2-4. Tools Menu

The following describe the options on the Tools menu:

NightProbe Monitor

Mnemonic: P

Opens the NightProbe Data Monitoring tool. NightProbe is a real-time graphical
tool for monitoring, recording, and altering program data within one or more execut-
ing programs without significant intrusion. NightProbe can be used in a develop-
ment environment as a tool for debugging or in a production environment for data
capture or to create a“control panel” for program input and outpuit.

See also:

* NightProbe RT User’s Guide

NightSim Scheduler

Mnemonic: S

Opens the NightSim Application Scheduler. NightSim is atool for scheduling and
monitoring real-time applications which reguire predictable, repetitive process exe-
cution. With NightSim, application builders can control and dynamically adjust the
periodic execution of multiple coordinated processes, their priorities, and their CPU
assignments.

See dso:

* NightSm RT User’s Guide
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Help

2-10

NightTrace Analyzer
Mnemonic: T

Opens the NightTrace Analyzer. The NightTrace Analyzer is a graphical tool for
analyzing the dynamic behavior of multi-process and/or multi-processor user appli-
cations and operating system activity. NightTrace allows you to control user and
kernel trace collection daemons and can graphically display the interplay between
many real-time programs and processes across multiple processors and systems.

See also:

* NightTrace RT User’s Guide

NightView Debugger
Mnemonic: V

Opens the NightView Source-Level Debugger. NightView is a graphical
source-level debugging and monitoring tool specifically designed for real-time
applications. NightView can monitor, debug, and patch multiple real-time processes
running on multiple processors with minimal intrusion.

See also:

* NightView RT User’s Guide

Mnemonic: Alt+H

On Context..

%L NightTune User's Guide
I MightStar Tutorial

License Report...

%L OnVersion...

Figure 2-5. Help Menu

The following describe the options on the Help menu:

On Context...

Mnemonic: C
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Gives context-sensitive help on the various menu items, dialogs, or other parts of the
user interface.

Help for aparticular item is obtained by first choosing this menu item, then clicking
the mouse pointer on the object for which help is desired. The mouse pointer
becomes a floating question mark when the On Context menu item is selected.

In addition, context-sensitive help may be obtained for the widget with the current
focus by pressing the F1 key. NightTune's online help system will open with the
appropriate topic displayed.

NightTune User’s Guide

Mnemonic: G

Opens the online version of the NightTune RT User’s Guide in the online help
viewer,

NightStar RT Tutorial
Mnemonic: T

Opens the online version of the NightSar RT Tutorial in the online help viewer.

License Report...
Mnemonic: L

Provides licensing information.

On Version
Mnemonic: V

Displays a short description of the current version of NightTune.

Check for Updates...
Mnemonic: U

Opens NUU, the Concurrent Network Update Utility. Thistool checks online repos-
itories for updates to NightStar and other tools.

-1
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Toolbar

The NightTune tool bar providesicons for commonly used actions.

@ Ig ﬁ’é @ II @ (‘h @ =] a a g ‘@ = S& x £3 CreatePaneIsFor:ﬁ ,;j

Figure 2-6. NightTune Main Tool Bar

Load Config File
Loads the config file

Save Config File
Saves the config file

& (o |9

Print
Displays the Print dialog that allows you to print the NightTune Window

s

Add Page
Adds a tabbed page to the display

Freeze Page

Halts the automatic refresh of displayed data within the window. It affects all
panels within the window; however, individual panels can subsequently
override the window frozen state using context menus.

Refresh Page

Causes all data displayed in all panels associated with the window to be
refreshed once, regardless of the state of freeze on the window or in individ-
ual panels.

&

Process List
Displaysthe Process List panel

L}

CPU Shielding and Binding
Displaysthe CPU Shielding and Binding panel

CPU Usage
Displaysthe CPU Usage panel

# |9

Memory: Physical
Displaysthe Physical Memory panel

2-12
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Memory: Swap
Displaysthe Swap Memory panel

Interrupt Activity
Displaysthe Interrupt Activity panel

g | |0

Network Activity
Displaysthe Network Activity panel

Disk Activity
Displaysthe Disk Activity panel

Context Switches
Displaysthe Context Switches panel

X |3 | &

Kill dragged processes

If aprocess or thread is dragged to thisicon, that process or thread iskilled
witha SIGKILL.

Unbind dragged processes/interrupts

If a process, thread, or interrupt is dragged to thisicon, that process, thread,
or interrupt is unbound from any CPUs. That is, its CPU affinity is set to
include al CPUs.

Note that interrupts can be dragged to thisicon only if NightTune is running
as root or if the user running NightTune has been granted the proper capa-
bilities (see “Capabilities” on page 1-2).

Create Panels For: | hyena

-

Create panels for

When a new NightTune panel is created, the system shown here is the one
which will be monitored by that new panel. The dropdown lists all Night-
Tune remote systems to which you are connected. To create a panel for asys-
tem other than the one shown here, select it in the dropdown first.

Connect to a system

& Displays a dialog allowing connection to another system with NightTune
’ installed

Disconnect from a system
o Displays adialog allowing disconnection from a system
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Pages

2-14

The remaining area of the main window is reserved for various tabbed pages which reflect
and control the current configuration, provide browsing of programs, and viewing of live
and recorded data.

Each page has atab which contains the pagetitle. When clicked or right-clicked, the page
israised to the top and becomes the current page.

Each tab has a context menu which allows you to manipulate the page position and title.

Delete Current Page

Rename Current Page...

Move Current Page...

Figure 2-7. Tab Context Menu

Delete Current Page
Mnemonic: D

This option deletes the current page.

Rename Current Page
Mnemonic: R

This option displays a dialog which alows you to rename the current page.

Page Name: |Page &4

| o || cancel |

Figure 2-8. Rename Page Dialog

If the page title contains an ampersand character (&), it causes the next character to
be underlined in the title, provides a keyboard shortcut for that page, and the amper-
sand becomesinvisible in the title that is shown for the page. 1n the example above,
the keyboard shortcut for this page will be Alt+4 and the displayed title will become
Page 4. Activating the shortcut for a page causes it to be raised to the top and it
becomes the current page. Care should be taken when choosing shortcuts for pages
so they do not conflict with other shortcuts. |f you wish to have an ampersand dis-
played in the actual page title (as opposed to defining a shortcut), use two consecu-
tive ampersand charactersin the Rename Page dialog.
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Move Current Page
Mnemonic: M

This option displays adialog which allows you to reposition the current page among
other pages. This option will be disabled unless at least two viewing pages exist.

Move Page [

Move To Page

[%] Before Page

[] After Page
Pags e[+

[ oK H Cancel ]

Figure 2-9. Move Page Dialog
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Preferences

The Preferences dialog, available from the File menu, allows you to tailor aspects of
how NightTune operates.

These preferences are part of NightTune configuration data which can be saved to a con-
figuration file so that subsequent invocations of NightTune can use the customized set-
tings.

Thefollowing illustrates the Preferences dialog:

NightTune - Preferences

General | Fonts

— Preferences

.[.NightTunerc

—Action Logging —Update Intervals(secs)
["] Logging on at startup [Prﬂcess List: 2.0 ]%]
L] Replace file on startup [cPU Shielding & Binding: 5.0 =
Initial Log File:
= [System Status: 2.0 ]%]
[ntune.log ]
—Moniter Panels
—CPU Display

Bound To Syst
[_] Bound Kernel Processes B o T =iz

l oK H Reset H Save H Cancel l

Figure 2-10. Preferences Dialog

General Preferences

The following paragraphs describe the labels and control features of the general page in
the dialog:

2-16



NightTune Windows

Configuration File

This area shows the name of the current configuration file. The file name can be
changed using the Save Config File As... menu item from the File menu, or a
new configuration file can be loaded using the Load Config File... menu item,
also from the File menu.

Action Logging

This area allows you to select logging attributes.

Logging on at startup

This checkbox controls whether logging is automatically initiated when
NightTune is launched. The logging status is controlled using the Logging
option of the File menu.

Replace file on startup

This checkbox controls whether the log file should be truncated when Night-
Tuneislaunched, so that no logged items from a previous session are retained.
It has no effect unlessLogging on at startup is activated.

Initial log file:

This text area allows you to specify the name of the log file. This setting can
be overridden by the --1og£file or -1 command line options.

CPU Display

This area allows you to configurethe CPU Shielding and Binding panel.

Bound Kernel Processes

This checkbox controls whether or not the CPU Shielding and Binding
panel shows kernel processes bound to particular CPUs. The Linux kernel
includes some processes which are visible to the user (e.g. ksoftirqgd/0).
Generally, users do not wish to see these processes, and so the default behav-
ior isto exclude them from the CPU Shielding and Binding panel. But if
this checkbox is checked, they will be displayed as appropriate for their CPU
binding.

Update Intervals (secs)

This area allows you to control the update intervals used by NightTune to refresh
displayed data. The units of all intervals are in seconds and can include fractional
values.

An update interval of zero indicates that automatic updates will not occur. In such an

instance, displays will be updated only when you click the Refresh tool icon or
select aRefresh option from panel context menus.
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Process List

Theinterva between which the Process List panel scans for new processes
and updates the Process List panel display.

CPU Shielding & Binding

The interval between which the shielding attributes, bound processes and
interrupts are updated in the CPU Shielding and Binding panel.

System Status

The interval between which data within all system status panels
are updated (see “ System Status Panel” on page 3-1).

Bound to System

If thisitem is checked then, when saving a configuration, information about the par-
ticular systems being monitored by each panel is saved as part of this configuration.
If the configuration is used in the future, the panels will monitor those same sys-
tems. Thiswould be useful if you wanted to create a configuration that always mon-
itored the same system or set of systems.

If thisitem is not checked then, when saving a configuration, information about the
particular systems being monitored by each panel is not saved as part of the config-
uration. If the configuration isused in the future, every panel would monitor the tar-
get system if specified, or the local system otherwise. This primarily is used for
configurations designed to monitor a single system.

Font Preferences

2-18

NightTune uses multiple fonts to present text in the most effective manner throughout the
various display areas of the tool.

Variable-width fonts are most commonly used; these fonts most closely resemble how
people write or print words.

Fixed-width fonts require that all characters and numbers have the same width (visual
footprint). Fixed-width fontsare of benefit when source code is being displayed or manip-
ulated or when columns of numbers are viewed.

NightTune further divides the use of fontsinto the following categories; default and panel.

Default fonts are used for text associated with operational description and control, includ-
ing: menus, buttons, selection devices, labels, tool tips, status bar messages, and generally
descriptive verbiage.

Panel fonts are used in NightTune panels, which display the data of highest importance.
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Fonts are selected by querying font preferences from the following sources until a prefer-
enceisfound:

* Your NightTune preference

* Your NightStar-wide preference

* The system’s NightTune preference

* The system’s NightStar-wide preference
* NightTune's ultimate default

Nightlune - Preferences

—Global NightStar Fonts

You can change NightStar-wide font defaults for your user account or for the entire system.

—My NightTune Fonts

- (%] Set My NightTune Default Fonts
Variable Font: Sans Serif (9) Change...

Fixed Font: Monospace (9) Change...

- %] Set My NightTune Panel Fonts

Variable Font: Sans Serif (9) Change...

Fixed Font: Monospace (9) Change...

—Effective NightTune Fonts

Default Variable Font: Sans Serif (9)
Default Fixed Font: Monospace (9)

Panel Variable Font: Sans Serif (9)
Panel Fixed Font: Monospace (9)

| ok || Reset || save || cancel |["THelp |

Figure 2-11. Font Preferences Page

This pageis divided into three sections.
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Global NightStar Fonts

The Change... button in this area launches the NightStar Global Fonts dialog
which allows you to set your Nightstar-wide preferences, your preferences for
another specific NightStar tool, or the system’stool or NightStar-wide preferences.

Note:

Setting a NightStar preference for the system typically requires
root access.

Changes saved in the NightStar Global Fonts dialog are always saved to disk
and apply to the current and subsequent NightTune invocations.

See “NightStar Global Fonts Dialog” on page 2-22 for more information.

My NightTune Fonts
This area allows you to set or clear your user’s preferences for NightTune.

Selection of the checkboxes for the individual font categories control whether or not
your preferences are to be consulted. Clearing a checkbox effectively removes your
user preference for that category. Setting a checkbox allows you to select specific
fonts within the category.

Changes to any of the settings in this area, including individual fonts or category
checkboxes, are immediately reflected in the Effective NightTune Fonts areaat
the bottom of the page so you can see the ultimate effect a change will have.

To change a specific font, ensure that the corresponding category’s checkbox is
checked and then press the Change... button. Thiswill launch a standard font
selection dialog. When you select afont from the dialog and press OK, the name of
the font family is displayed to the left of the Change... button and is displayed in
the selected font as well.

Effective NightTune Fonts

This area shows you the effective fonts that will be used based on your user settings
and consultation of global settings which aren’t shown in the page.

The values in this area immediately change to reflect the effective font whenever
any change is made within the page.

Your changesin the My NightTune Fonts areaare applied to the current invocation of
NightTune when you press the OK button. However, your changes are not saved to disk
and will not affect subsequent invocations of NightTune unless you press the Save but-
ton.

Separation of apply and Save operations make it easy to experiment with fontsin the cur-
rent invocation without affecting long-term usage.
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Note:
Changes to font preferencesin the NightStar Global Fonts
dialog are always saved to disk and apply to the current and sub-
sequent NightTune invocations; i.e. there is no way to experiment

with a global font preference without affecting subsequent Night-
Tuneinvocations.

Control Buttons

The buttons at the bottom of the page control the application of your changes.

OK
Applies any changes made directly in the Font Preferences page to the current
invocation of NightTune and closes the dialog. The changes will not be saved to

disk or affect subsequent NightTune invocations unless you return to the Prefer-
ences... dialog and press Save.

Reset
Discards any changes you have made directly to the Font Preferences page
since the dialog was launched and resets the dialog accordingly.
Note:
Changes made in the NightTrace Global Fonts diaog cannot
be discarded viathe Reset button.
Save
Applies the preferences from the dialog to the current invocation of NightTune,

saves the preferences to disk thereby affecting subsequent NightTune invocations,
and closes the dialog.

Cancel

Cancels any pending changes and closes the dial og.

Help

Opens the help system to display this section.
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NightStar Global Fonts Dialog

The NightStar Global Fonts dialog allows you to set your Nightstar-wide preferences,
your preferences for another specific NightStar tool, or the system’s tool or Night-
Star-wide preferences.

NightStar Fonts

() Entire System

—Apply Fonts To...

() All NightStar Tools

@ A Specific Tool
() MightProbe
() NightSim
() NightTrace
@ NightTune

() NightView

- [%| Set Default Fonts

Default Variable Font: Sans Serif (9) Change...

Default Fixed Font: Monospace (9) Change...

- [%| Set Panel Fonts

Panel Variable Font: Sans Serif (9) Change...

Panel Fixed Font: Monospace (9) Change...

Save&CIuseH Save H Cancel H Help ]

Figure 2-12. NightStar Global Fonts Dialog

Keep in mind that fonts are selected by querying font preferences from the following
sources until a preference is found:

* Your NightTune preference

* Your NightStar-wide preference

* The system’s NightTune preference

* The system’s NightStar-wide preference

* NightTune's ultimate default
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This dialog has two control areas which define the scope of font preference application.

Changes Fonts For...

By default, thedialog is set up to apply font preferences to your user account. Select
the Entire System button if you wish to set the system’s preferences.

Note:

Changing font preference for the system typically requires root
access.

Apply Fonts To...

This area additionally controls the scope of font preference application. You can
change a preference for a specific NightStar tool or change the NightStar-wide pref-
erence.

If you wish to change the font for more than one tool from this dialog, but not
change the NightStar-wide preference, select the first tool of interest, make your
preference change in the areas below, and then press the Save button. Then select
the second tool of interest and repeat.

Set Default Fonts
Set Panel Fonts

These areas contain the variable and fixed-width font preferences for each of the
font categories, identified by the label next to each checkbox.

To remove the preferences in a category, clear its checkbox.

To change a specific font, ensure that the category’s checkbox is checked and then
press the Change... button. Thiswill launch a standard font selection dial og.
When you select afont from the dialog and press OK, the name of the font family is
displayed to the | eft of the Change... button and is displayed in the selected font as
well.

The buttons at the bottom of the page control the application of your changes.

Save & Close

Saves any changes made in this dialog to disk, thus affecting subsequent tool invo-
cations, and closes the dialog.

These changes may affect the effective font preferences for the current invocation of
NightTune. When the dialog is closed, the fonts shown in the Effective Night-
Tune Fonts section of the Preferences dialog are updated. If you apply the
changesin that dialog, they will take effect in the current invocation of NightTune.
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Save

Applies the preferences from the dialog to the current invocation of NightTune,
saves the preferences to disk thereby affecting subsequent NightTune invocations.

These changes may affect the effective font preferences for the current invocation of
NightTune. When this dialog is subsequently closed, the fonts shown in the Effec-
tive NightTune Fonts section of the Preferences dialog are updated. If you
apply the changes in that dialog, they will take effect in the current invocation of
NightTune.

Cancel

Cancels any unsaved changes and closes the dial og.

Help

Opens the help system to display this section.
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NightTune Panels

This chapter describes NightTune's panels, which provide functional units for displaying
and modifying process and system activities. They are:

* Context Switches

* CPU Shielding and Binding
* CPU Usage

* Disk Activity

* Interrupt Activity

* Memory Activity

* Kernel Memory

* Physical Memory

¢ Swap Space

* Network Activity

* NUMA Memory

* NUMA Memory Activity

* NUMA Memory Configuration

* Process List

System Status Panel

Many panels are of a class called System Status Panels. These panels are divided into
three panes: Text, Bar graph, and Line graph. NightTune allows the panes to be
resized within the panel, but they cannot be moved or reordered in the same way that full
panels can. However, it is possible to create panels where one or two of the panes are hid-
den. When creating new system status panels viathe Monitor menu, thereis a sub-menu.
If one of the Text pane, Bar graph pane, or Line graph paneitemsis selected, then a
panel will be created with only that single pane visible. Alternately, after the creation of
the panel by any means, the context menu can be used to control which panes are visible.
The three menu options, Show text pane, Show bar graph pane, and Show line
graph pane control the visibility of the Text, Bar graph, and Line graph panes,
respectively.

In the Text pane, the current values for the last update are displayed numerically so that
exact numbers can be seen.
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Inthe Bar graph pane, the current values for the last update are displayed visually with
horizontal bars. This makesit possible to compare relative values at aglance.

In the Line graph pane, the current values for the last update and a number of historical
values are displayed. Each valueis displayed along the vertical axis while timeis repre-
sented by the horizontal axis. The rightmost value in the display represents the most
recent value.

The displayed information in system status panels is automatically refreshed periodically
as controlled by the refresh interval, which can be adjusted using the Preferences dia-
log displayed from the Preferences... option of the File menu (see “ Preferences’ on
page 2-16). Thevaluesinthe Line graph pane automatically scroll after each refresh
once the number of values collected is sufficient to fill the graph.

Bar and line graphs are scaled automatically by NightTune, usually based on peak values
over the duration of the NightTune session. You can force NightTune to rescale the graphs
based on current values using the Rescale graphs option from the System Status con-
text menu.

System Status Context Menu

3-2

While positioned in a system status panel, right-clicking displays a context menu, which
typically contains the following content:

¥| Show text pane
®| Show bar graph pane
Freeze panel

Refresh panel

Rescale graphs

Figure 3-1. Typical Context Menu

The following paragraphs describe the menu itemsin detail:

Show legend
Mnemonic: G

This menu item toggles the visibility of the legend defining the colors used in the
panel. Not every system status panel context menu has thisitem, but many do.

Show/Hide text pane
Mnemonic: T

This menu item toggles the visibility of the Text pane within the panel.
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Show/Hide bar graph pane
Mnemonic: B

This menu item toggles the visibility of the Bar graph pane within the panel.

Show/Hide line graph pane
Mnemonic: L

This menu item toggles the visibility of the Line graph pane within the panel.

Freeze/Unfreeze panel
Mnemonic: F
This menu item toggles the Freeze setting for the panel. When frozen, data values
are not refreshed automatically. This menu item overrides the Freeze setting for
the window, but only appliesto the particular panel.

Refresh panel
Mnemonic: R
This menu item causes all data within the panel to be refreshed once, regardless of
the Freeze setting.

Rescale graphs
Mnemonic: S

This menu item causes NightTune to rescale all graphs within the panel based on the
current data for the panel.
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Context Switches Panel

The Context Switches panel is a system status panel (see “ System Status Panel” on
page 3-1). Each pane displays the number of context switches per second per CPU that
occurred over the period of time defined by the refresh interval.

Context Switches Text Pane

The following illustrates the Context Switches Text pane:

kong Context Switches:

Context
Switches/Sec

168

Figure 3-2. Context Switches Text Pane

The information displayed in this area includes:

CPU Number

Thelogical CPU number is displayed in this column.

Context Switch Rate

The number of context switches per second is displayed in this column.

Context Switches Bar Graph Pane

The Context Switches Bar Graph pane providesindividual bar graphs for each CPU.
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The following illustrates the Context Switches Bar Graph pane:

kong Context Switches:
CPuo |
CPU1l [ |
CPU2 |
cPUz |
0 500

Figure 3-3. Context Switches Bar Graph Pane

The number of context switches per second is displayed as a horizontal bar for each CPU.

Context Switches Line Graph Pane

The Context Switches Line Graph pane providesindividual line graphs detailing the
context switch rate for each CPU.

Thefollowing illustrates the Context Switches Line Graph pane:

kong Context Switches:

Context
Switches/Sec
500
CPUO ‘
0
500
CPU1
o)
500
CPU 2
0 Jes
500
CPU 3 '_
0
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rheldud-i Context Switches:

Context
Switches/Sec
500

Total
o bl

Figure 3-4. Context Switches Line Graph Pane

The number of context switches per second for a specific CPU is displayed verticaly in
each graph.
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CPU Shielding and Binding Panel

The CPU Shielding and Binding panel displays a summary of the state of shielding,
process binding, and interrupt binding on each CPU. It allows you to change the shielding
attributes of CPUs and to redefine the CPU binding of specific processes or interrupts.

Thefollowing illustrates the CPU Shielding and Binding panel:

marmat CPU Shiekling and Binding:

marmot: Intel(R) Xeon(TM) CPU 2.B0GHz ‘

El-i Systermn

£t Chip 0

E- Core 0

B (b -4 O & cruo [0% Usage]

-~ Bound Processes: 0 Threads: 0

i = Bound Interrupts: 0
B-(h) # OB D CPU4 [0% Usagel
EI Bound Processes: 1 Threads: 1
- 113392 watch
£+ Bound Interrupts: 2
> 7 parport0
L 4 serial

= Core 1
B (h # O W@ CPUZ (0% Usage]
B # O E CPUG [0% Usage]

CPU3 [0% Usage]
CPUT [0% Usage]

CPU1 [3% Usage]
CPU5S [0% Usage]

Figure 3-5. CPU Shielding and Binding Panel

All CPUson the system are displayed in tree format. A chip typically represents aphysical
component within the system. On multi-core systems, each chip contains two or more
cores which essentially act as independent processors. On hyper-threaded architectures,
each core can be subdivided into two logica processors which behave similarly to inde-
pendent processors in some ways, although they do share some logic and so execution on
one processor can cause delays in execution in its sibling processor.

For each CPU, several icons represent attributes of that CPU. The symbols are described
at “CPU Shielding Operations’ on page 3-8. Changes to the shielding attributes of a CPU
are made from the CPU Shielding dialog.

When the display is expanded, processes and interrupts that are bound to each CPU are
shown. The display can be expanded by clicking on the plus sign (+) in the tree to expand
the corresponding entry, or by selecting an entry, right-clicking to display the CPU
Shielding and Binding panel context menu and selecting Expand All (see “CPU

3-7



NightTune User’s Guide

Shielding and Binding Context Menu” on page 3-11). Bound kernel processes also are dis-
played when Bound Kernel Processes isactivated from the Preferences dialog.

CPU Shielding Operations

3-8

The shielding attributes of a CPU can be changed with the CPU Shielding dialog.

To display the CPU Shielding dialog, right-click in the CPU Shielding and Bind-
ing panel and select the Change Shielding... menu item from the context menu (see
“CPU Shielding and Binding Context Menu” on page 3-11).

Thefollowing illustrates the CPU Shielding diaog:

Ol bydra: CPU - Shieliing i el

Click on icons to change CPU shielding

[Serrirlg differ from system ]

B System
- Chip 0
hFfow @Y
b7/ @ P
B Core 1
cpua S OO @y

El+ Chip 1

B+ Chip 2
El- Chip 3

[ ox ][ o ][ messt |[ concel [ new |

L

Figure 3-6. CPU Shielding Dialog

All CPUs on the system are displayed in tree format. CPUs which are hyper-threaded sib-
lings (two hyper-threaded CPUs on the same core) are grouped together.

Each line shows the shielding attributes for one CPU.

By clicking on an icon for a CPU, the corresponding attribute is toggled and the icon dis-
play changes. If shielding is activated, a blue shield will appear for that attribute; if not
activated, no shield appears.

Other changes that occur based on toggling an icon will be displayed, too. For example, if
shielding a hyper-threaded CPU from hyper-threading, its sibling CPU is marked down.
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To apply the changes, click on the Apply button at the bottom of the dialog. To apply the
changes and dismiss the dialog, click on the OK button at the bottom of the dialog.

The following paragraphs describe the controlsin detail:

Active Toggle (b

The Active icon indicates whether the CPU is marked Down (black), meaning
unavailable for processing; or marked Active (green), meaning available for pro-
cessing. A common reason to mark a CPU Down is so that it does not interfere with
processing on its sibling hyperthreaded CPU.

Interrupt Shielding Toggle /f“

The Interrupt Shielding toggle indicates whether the CPU will be shielded from
interrupts. Note that the Local Timer interrupt is not affected by this setting. When
shielded, the only interrupts that will be handled by this CPU are those whose CPU
affinities include only this CPU.

Local Timer Shielding Toggle o

The Local Timer Shielding toggle indicates whether the CPU will be shielded
fromthe Local Timer interrupt.

Process Shielding Toggle =

The Process Shielding toggle indicates whether the CPU will be shielded from
processes. When shielded, the only processes, including kernel daemons, allowed to
execute on the CPU are those whose CPU dffinitiesinclude only this CPU.

Hyper-Threading Shielding Toggle aD
The Hyper-Threading Shielding toggle indicates whether the hyper-threaded
sibling CPU is marked Active or Down. When shielded, the Active toggle for the
sibling is set to the Down state.

Shield All Button %

The Shield All button enables each of the Interrupt Shielding, Local Timer
Shielding, and Process Shielding toggles. This button is not atoggle.

The buttons at the bottom of the CPU Shielding dialog perform the following functions:

OK

Clicking OK attempts to apply the shielding changes to the system and closes the
dialog when complete. Thiswill fail if the user does not have sufficient capabilities;
see “Capabilities” on page 1-2 for more information. Additionally, the shielding
changes may conflict with current CPU usage. Attempting to set a CPU’s status to
Down will be rejected if processes or interrupts are currently bound to the CPU. A
diagnostic will be displayed if the shielding operation fails.
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Apply

Clicking Apply attempts to apply the shielding changes to the system. This will fail
if the user does not have sufficient capabilities; see “Capabilities’ on page 1-2 for
more information. Additionally, the shielding changes may conflict with current
CPU usage. Attempting to set a CPU’s status to Down will be rejected if processes
or interrupts are currently bound to the CPU. A diagnostic will be displayed if the
shielding operation fails.

Reset

Clicking Reset restoresthe CPU Shielding dialog display with current informa-
tion, discarding any changes that have not yet been applied.

Cancel

Clicking Cancel closesthe dialog. Any changes that have not been applied are dis-
carded.

Help

Clicking Help presents this section of the manual in the online help viewer.

CPU Shielding and Binding Drag and Drop Operations

3-10

To drag a process or interrupt from one CPU to another, select the items of interest under
Bound Processes or Bound Interrupts using the mouse. Click and hold the mouse
button, then drag the pointer to the destination area and release. Alternatively, if no pro-
cesses or interrupts are selected in the area, click the mouse button anywhere on the row
which describes the process or interrupt and drag to the destination area and release.

The CPU Shielding and Binding panel supports the following drag and drop opera-
tions:

¢ Dragging bound processes or interrupts from one CPU line to another CPU
lineinthe CPU Shielding and Binding panel binds them to the CPU
corresponding to the target line. When dragging a multi-threaded process
(identified by a numeric pair enclosed in parentheses following the process
name) from a CPU line to another CPU line, only the threads bound to the
source CPU are rebound.

* Dragging bound processes or interrupts to the Unbind tool icon causesthe
processes or interrupts to be unbound from any CPUSs.

* Dragging processes to the Kill tool icon causes the processes to be killed
with aSIGKILL signal.

* Dragging a CPU to another CPU will rebind all processes and interrupts
bound to the first CPU to the second.

* Dragging a CPU to the Unbind tool icon causes all processes and inter-
rupts bound to the CPU to become unbound from any CPUs.
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* Dragging a CPU to the Kill tool icon causes all processes bound to the CPU
to bekilled with a SIGKILL signal.

Note that interrupts can be dragged only if NightTune is running as root or if the user
running NightTune has been granted the proper capabilities (see “ Capabilities” on page
1-2).

CPU Shielding and Binding Context Menu

While positioned over a CPU line in the CPU Shielding and Binding panel,
right-clicking displays a context menu for the associated CPU, as shown below. While
positioned over a bound process or interrupt, right-clicking creates a context menu with
the choices for unbinding the processes or interrupts enabled too.

Expand All
Collapse All
®| Show Hierarchy

Change Shielding...
Linbind selected processes

Unbind selected interrupts

Freeze panel

Befresh panel

Figure 3-7. CPU Shielding and Binding Context Menu

All activitiesin the CPU Shielding and Binding context menu apply solely to the
associated CPU, except where noted in the detailed descriptions below:

Expand All
Mnemonic: E

This menu item expands the selected item and all interior items that can be
expanded.

Collapse All
Mnemonic: C

This menu item collapses the selected item and all interior items.
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Show Hierarchy

Mnemonic: H

This menu item toggles the display mode of the panel. When this item is selected,
CPUs are displayed in a hierarchy which indicates the relationship between CPUs
and their parent chip. When not selected, the CPUs are shown in aflat list.

Clearing Show Hierarchy can be useful when you have a number of CPUs and
need to save display spacein the panel in order to see all CPUs.

Change Shielding

Mnemonic: S

This menu item displays the CPU Shielding dialog which alows you to change
the shielding attributes of CPUs on the system. See “ CPU Shielding Operations’ on
page 3-8 for details.

Unbind selected processes

Mnemonic: P

This menu item immediately changes the CPU affinity of the selected processesin
the Bounded Processes list to include all CPUs; effectively unbinding them
from the CPU. Thisitem is not available on a system with only asingle CPU.

Unbind selected interrupts

Mnemonic: T

This menu item immediately changes the CPU affinity of the selected interruptsin
the Bounded Interrupts list to include all CPUs; effectively unbinding them
from the CPU. Thisitem is not available on a system with only asingle CPU.

Note that interrupts can be unbound only if NightTune is running as root or if the
user running NightTune has been granted the proper capabilities (see “ Capabilities’
on page 1-2).

Shielding Information

Mnemonic: |

This menu item pops up a dialog containing a textual description of the state of
shielding for the selected CPU.

See the RedHawk Linux User’s Guide for more information on CPU shielding and
process and interrupt CPU affinity.

Freeze Panel

Mnemonic: F
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Thismenu item toggles the Freeze setting for this panel. When frozen, this panel is
not refreshed automatically.

Refresh Panel
Mnemonic: R

This menu item causes all datain all displays withinthe CPU Shielding and
Binding panel to be refreshed once, regardless of the Freeze setting.

CPU Usage Panel

The CPU Usage panel isasystem status panel (see “ System Status Panel” on page 3-1).
Each pane displays percentages that reflect CPU activity over the period of time defined
by the refresh interval.

CPU Usage Text Pane

Thefollowing illustrates the CPU Usage Text pane:

marmot CPU Usage:
|User|System|Wait| Idle ‘
0 0 0 100
2 0 1 97
12 7 0 81
0 0 0 100
2 28 0 70
1 0 0 99
7 12 0 81
2 31 0 67

Figure 3-8. CPU Usage Text Pane

The CPU Usage Text pane provides information on CPU usage for each CPU in the
system.

The information displayed in this areaincludes:

CPU

Thelogical CPU number is displayed in this column.
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User

The percentage of time the CPU was executing in user modeis displayed in this col-
umn. This excludes kernel execution but does include execution of kernel daemons
which handle post-interrupt processing.
System
The percentage of time the CPU was executing in the operating system kernel isdis-
played in this column. This includes time spent executing system service calls on
behalf of user processes as well asinterrupt and machine exception processing.
Wait
The percentage of time the CPU was idle with at least one process waiting for an I/O
operation (on any CPU) to complete is displayed in this column.
Idle

The percentage of time the CPU was executing the idle loop is displayed in this col-
umn. This excludes Wait time.

CPU Usage Bar Graph Pane

The CPU Usage Bar Graph pane shows the percentage of CPU time used for each
CPU.

Thefollowing illustrates the CPU Usage Bar Graph pane:

marmaot CPU Usage:

CPuo B
CPUL1l | I ————
CPu2z ]
CPU
CPU4 I—I
cCPUS [
CPUG [

CPU7 |0

0 100

=] ]

Figure 3-9. CPU Usage Bar Graph Pane

For each CPU, the User, System, Wait, and Idle times are shown as percentages of
CPU execution using color-coded, horizontal bars. See “CPU Usage Text Pane” on page
3-13for the definitions of User, System, Wait, and Idle times.
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The CPU Usage Line Graph pane provides individual line graphs for User, Sys-
tem, Wait, and Idle times, expressed as a percentage of CPU execution for each CPU.

Thefollowing illustratesthe CPU Usage Line Graph pane:

User

100 100
CPUD

0 0

100 100
CPU1

0 0

100 100
CPU2

0 0

100 100

CPU3

=
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—
=
=

CPU4

100 100
CPUS5

0 0

100 100
CPU B

0 0

100 100

CPU7
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= =
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Figure 3-10. CPU Usage Line Graph Pane

See “CPU Usage Text Pane” on page 3-13 for the definitions of User, System, Wait,

and Idle times.
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Disk Activity Panel

The Disk Activity panel is a system status panel (see “ System Status Panel” on page
3-1). Each pane displays statistics related to disk operations that occurred over the period
of time defined by the refresh interval. Statistics for individual disks are displayed.

Disk Activity Text Pane

The following illustrates the Disk Activity Text pane:

marmat Disk Activity:
Read&Write | Sectors/| Average Average
Busy| Ops/Sec Sec | Wait Time Service Time
E 0 0 0 0 0
ﬁ 0 0 24 0 10
m 97 381 4448 0 2
E 0 0 0 0 0

Figure 3-11. Disk Activity Text Pane

Theinformation displayed in this areaincludes:

Disk ID

The disk device nameis displayed in this column.

Busy Percentage

The percentage of time the disk was busy servicing atransfer request is displayed in
this column.

Read & Write Operations per Second

The number of read and write transfer requests serviced by the disk per second is
displayed in this column.

Sectors per Second

The number of sectors transferred to or from the disk per second is displayed in this
column.
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Average Wait Time
The average wait time, in milliseconds, that transfer requests waited on the queue
before being serviced is displayed in this column.

Average Service Time

The average service transfer time, in milliseconds, is displayed in this column. The
time includes seek time, rotational latency, and data transfer time.

Disk Activity Bar Graph Pane

The Disk Activity Bar Graph pane provides individual bar graphs detailing metrics
related to disk operations.

Thefollowing illustrates the Disk Activity Bar Graph pane:

marmot Disk Activity:
hdc Busy [ |
sda Busy [ |
sdb Busy [ |
hdd Busy [ |
0 100
Read&Write Ops/Sec | |
] 5000
Sectors/Sec [ |
0 50000

Average Wait Time | |

Average Service Time B ]
0 50

Figure 3-12. Disk Activity Bar Graph Pane

Individual bar graphs are shown for each disk for the Busy metric. The remaining metrics
pertain to the system as awhole. See “Disk Activity Text Pane’ on page 3-16 for defini-
tions of these metrics. The values of the metrics are displayed horizontally in each graph.
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Disk Activity Line Graph Pane

The Disk Activity Line Graph pane providesindividual line graphs detailing metrics
related to disk operations.

Thefollowing illustrates the Disk Activity Line Graph pane:

marmat Disk Activity:
Read&Write Sectors/ Average Average
Busy Ops/Sec Sec Wait Time Service Time
100 5000 50000 1000 1000
hdc
0 0 0 0 0
T oo 5000 50000 1000 1000
sda
0 0 . 0 0 O
" 100 5000 50000 1000 1000
sdb
0 0 M 0 ofbbw d o
" 100 5000 50000 1000 1000
hdd
L]0 0 0 0 0

Figure 3-13. Disk Activity Line Graph Pane
Individua line graphs are shown for each disk for each metric. The value of each metricis

displayed vertically in each graph. See “Disk Activity Text Pane” on page 3-16 for defini-
tions of the metrics.
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Interrupt Activity Panel

Thelnterrupt Activity panel isa system status panel (see“ System Status Panel” on page
3-1). Each pane displaysinterrupt activity on the system.

Interrupt Activity Text Pane

Thefollowing illustrates the Interrupt Activity Text pane:

raptor Interrupt Activity (Interrupts/Second):
CPUs
7 0 |7 1|7 2|7 3 |Description -]
0 fT0000 0 0 0 timer
E 0 0 0 0 KGDB-stub
4 0= 0 0 0 serial
9 0 0 0 0 acpi
14 0 0 0 0 ide0
177 0 0 0 0 uhci_hed
185 0 0 0 0 uhci_hed
193 0 0 0 0 uhci_hed
201 0 0 0 0 ehci_hcd
209 0 0 0 0 Intel 82801DE-ICH4
E 0 0 0 0 rcim
225 126 0 0 0 eth0
NMI 0 0 0 0 Mon-maskable interrupts

LOC 1000 1000 1000

RES 122 0 128 3

=]

Local interrupts

wl

Rescheduling interrupts

N
=
=
=
=
=
=

function call interrupts

m
[=]
[=1
[=1
[=1

TLE shootdowns

=
=
=]
=]
=]

Thermal event interrupts

n
-
=)
=
=
=
=

Spurious interrupts

Error interrupts @

v Shielded (b Inactive

m
-
-
[=]
=]
=]
=]

Legend: 3 Bound

.';; Unshielded

Figure 3-14. Interrupt Activity Text Pane

The Interrupt Activity Text pane provides information on individual interrupts and
allows the user to change an interrupt’s CPU affinity.

The information displayed in this areaincludes:

Interrupt Value

The IRQ value or mnemonic for the interrupt is displayed.
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Interrupts Per Second

For each CPU, the number of interrupts per second is displayed. For interrupts
which have a CPU affinity which does not include all CPUs, ashieldicon @ is
displayed for that interrupt in columns associated with CPUs in its CPU affinity
mask. Thus, at a glance you can determine which interrupts have an affinity with
which CPUs.

For CPUs which are shielded from interrupts, the column header for that CPU will
have a blue shield.
Interrupt Description

For interrupts associated with devices, the device nameis displayed. For other inter-
rupts, a short functional description of their purpose is displayed.

Interrupt Control Drag and Drop Operations

Individual interrupts can be dragged onto various destination panels and drop targets.

To drag an interrupt, click anywhere on the interrupt row and drag the pointer to the desti-
nation area and release.

¢ Dragging an interrupt onto the Unbind tool icon causes the interrupt to be
unbound from any CPUs.

* Dragging an interrupt onto a CPU in the CPU Shielding and Binding
panel (see “CPU Shielding and Binding Panel” on page 3-7) will bind it to
that CPU.
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Interrupt Activity Bar Graph Pane

The Interrupt Activity Bar Graph pane provides individual bar graphs showing the
number of interrupts per second per CPU.

Thefollowing illustrates the Interrupt Activity Bar Graph pane:

CPUO |
CPU1 |
CPU2 |
CPU3 |
CPUA4 |
CPUS |
CPUG |
CPU7 |

Figure 3-15. Interrupt Activity Bar Graph Pane
Regardless of which interrupts are displayed in the Interrupt Activity Text and Inter-

rupt Activity Line Graph panes, these bar graphs represent all interrupt activity on the
system.
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Interrupt Activity Line Graph Pane

3-22

The Interrupt Activity Line Graph pane provides individual line graphs for each
interrupt for each CPU.

Thefollowing illustrates the Interrupt Activity Line Graph pane:

........................................................................................................................................................ IATIOL [METTUDT ACHVIY (IMBTPUBIS/SREONA): st A
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o
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o
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o

o

o

o
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o

o

CPU3 CPU 4

5000 5000

o

o

Figure 3-16. Interrupt Activity Line Graph Pane

The number of interrupts per second is displayed in each graph.
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Interrupt Activity Context Menu

While positioned in the Interrupt Activity panel, right-clicking displays the Interrupt
Activity context menu:

Display interrupts...
Set CPU Affinity...
®| Show legend
Show text pane
Show bar graph pane
®| Show line graph pane
Freeze panel

Refresh panel

Rescale graphs

Figure 3-17. Interrupt Activity Context Menu

Many items are common to all system status context menus (see “ System Status Context
Menu” on page 3-2), but some new menu items are present in this menu:

Display Interrupts...
Mnemonic: D

This menu item displays the Interrupt Selection dialog which allows you to
select which interruptswill be displayed inthe Interrupt Activity Text and Inter-
rupt Activity Line Graph panesin the panel. This menu item does not affect the
interrupt activity as shown in the Interrupt Activity Bar Graph pane.

Set CPU Affinity...
Mnemonic: A

This menu item displays the Interrupt Affinity dialog which allows you to view
and change the affinity of the selected interrupt. See “Interrupt Affinity Dialog” on
page 3-24.
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Interrupt Affinity Dialog

The Interrupt Affinity dialog displays the current CPU affinity of a specific interrupt
and allows you to change it. It is accessed by right-clicking on the Interrupt Activity
Text pane and selecting Set CPU Affinity... from the context menu.

The following illustrates the Interrupt Affinity diaog:

Edit Interrupt Configuration

Current Affinity
Interrupt: [193 |I0-APIC-level skge |vl "
a

Interrupt Affinity

I

l-‘-i i IEH 5§ IEH 6 7 @H 77 @] 5;’ Unshielded from interrupts

CPU Shielding Legend
v Shielded from interrupts

l Set Al I [ Clear Al l () CPUdown
[ oK H Apply H Reset H Cancel H Help l

Figure 3-18. Interrupt Affinity Dialog

The dialog consists of the following functional 1abels and controls:

Interrupt

The IRQ value, name, and description currently associated with the dialog is dis-
played. A drop-down list allows you to select a different interrupt.

Interrupt Affinity

TheInterrupt Affinity areaallowsyou to specify individual CPUs where the inter-
rupt can be processed. If asingle CPU checkbox is checked, the interrupt is bound to
that CPU and the interrupt is displayed in the Bound Interrupts list for the associ-
ated CPU inany CPU Shielding and Binding panel.

For each CPU that has been shielded from interrupts, the * shielded from interrupts
icon v is displayed. If a CPU has been shielded from interrupts, no interrupt
will be processed on that CPU unless its affinity includes that CPU and includes no
non-shielded CPUs.

The Set All and Clear All buttons make it possible to set or clear all CPU check-
boxes quickly without having to click on each one individually.
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Current Affinity

This area displays the affinity currently in effect for the interrupt as a hexadecimal
mask or as the word all.

CPU Shielding Legend

This area displays the symbols used to indicate the status of the CPUs on the system:
shielded from interrupts, unshielded from interrupts, and CPU down.

OK

Clicking OK appliesthe CPU affinity selected in the dialog to the interrupt, and then
closesthe dialog. If the user lacks the capabilities to change the CPU affinity, the
OK button will be desensitized. See “Capabilities’ on page 1-2 for more informa-
tion.

Apply

Clicking the Apply button applies the CPU affinity selected in the dialog to the
interrupt. If the user lacks the capabilities to change the CPU affinity, the Apply
button will be desensitized. See“ Capabilities’ on page 1-2 for more information.

Reset

Clicking the Reset button discards any changes not yet applied and refreshes the
displayed valuesto the current affinity of the interrupt.

Cancel

Clicking the Cancel button closes the dialog; any changes made to the dialog that
have not been applied are discarded.

Help

Clicking the Help button displays this section in the online help viewer.

Memory Activity Panel

The Memory Activity panel isasystem status panel (see “System Status Panel” on page
3-1). Each pane displays interrupt activity on the system. Each pane displays the number
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of physical memory page transfers per second that occurred over the period of time
defined by the refresh interval.

Memory Activity Text Pane

The following illustrates the Memory Activity Text pane:

marmot Memory Activity (kB/sec):
. Pagedl From/To File |Swapped|
5475 5475 0

m 1543 1543 0

Figure 3-19. Memory Activity Text Pane

The information displayed in this areaincludes:

Paged

The number of KB read in or written out per second due to paging is displayed in
this column.

From/To File

The number of KB read in from disk files to memory and read out from memory to
disk filesis displayed in this column.

Swapped

The number of KB read in from swap space to memory and read out from memory
to swap space is displayed in this column.
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Memory Activity Bar Graph Pane

The Memory Activity Bar Graph pane provides individual bar graphs detailing the
paging rates.

Thefollowing illustrates the Memory Activity Bar Graph pane:

marmat Memory Activity (kB/sec):

Paged In [

|

Paged Out | |
Read In from File | |
Written Out to File | |
|

|

Swapped In [

Swapped Out [

0 10000

Figure 3-20. Memory Activity Bar Graph Pane

The number of KB in physical memory page transfers per second for each page operation
type is displayed as a horizontal line in each graph. See “Memory Activity Text Pane” on
page 3-26 for definitions of the metrics.

Memory Activity Line Graph Pane

The Memory Activity Line Graph pane provides individual line graphs detailing the
paging rates.

Thefollowing illustrates the Memory Activity Line Graph pane:

marmat Memory Activity (kB/sec):
Paged From/To File Swapped
50000 50000 50000
In
0 0 0
50000 50000 50000
Out
0 0 0

Figure 3-21. Memory Activity Line Graph Pane

The number of KB in physical memory page transfers per second for each operation type
is displayed as avertical line in each graph. See “Memory Activity Text Pane”’ on page
3-26 for definitions of the metrics.
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Kernel Virtual Memory Panel

The Memory Activity panel isasystem status panel (see “System Status Panel” on page
3-1). Each pane displays the allocation of kernel virtual memory that exists at the time of
the last refresh.

Kernel Virtual Memory Text Pane

Thefollowing illustrates the Kernel Virtual Memory Text pane:

marmat Kernel Virtual Memary (kB):

| Total | Usedl Free |LargestChunk‘

114680 20300 94380 48132

Figure 3-22. Kernel Virtual Memory Text Pane

Theinformation displayed in this areaincludes:

Total

The total number of KB reserved for kernel virtual memory (vmalloc) on the system
isdisplayed in this column.

Used

The number of KB of kernel virtual memory (vmalloc) allocated by the kernel or
user processesis displayed in this column.

Free

The number of KB of kernel virtual memory (vmalloc) not being used is displayed
in this column.

Largest Chunk

The number of KB in the largest contiguous block of free kernel virtual memory
(vmalloc) is displayed in this column.
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Kernel Virtual Memory Bar Graph Pane

The Kernel Virtual Memory Bar Graph pane provides individual bar graphs detail-
ing the allocation of kernel virtual memory on the system.

Thefollowing illustrates the Kernel Virtual Memory Bar Graph pane:

marmot Kernel Virtual Memory (kB):

Vmalloc [ |
0 114680

Legend: RSN | Free

Figure 3-23. Kernel Virtual Memory Bar Graph Pane

The Total kernel virtual memory for the system is represented by the full width of the
graph, and is expressed in KB. The amount that currently is Used is displayed in purple,
and the amount that is Free is displayed in white. See “Kernel Virtual Memory Text Pane’
on page 3-28 for definitions of the metrics.

Kernel Virtual Memory Line Graph Pane

The Kernel Virtual Memory Line Graph pane providesindividual line graphs detail-
ing the allocation of kernel virtual memory (vmalloc).

Thefollowing illustrates the Kernel Virtual Memory Line Graph pane:

marmat Kernel Virtual Memary (kB):

‘ Used | Free | Largest Chunk |
114680 114680 114680

L a

Figure 3-24. Kernel Virtual Memory Line Graph Pane

The allocation of kernel virtual memory is displayed as a vertical line in each graph. See
“Kernel Virtual Memory Text Pane” on page 3-28 for definitions of the metrics
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Physical Memory Panel

The Physical Memory panel is a system status panel (see “System Status Panel” on
page 3-1). Each pane displaysthe allocation of physical memory that exists at the time of
thelast refresh.

Physical Memory Text Pane

The following illustrates the Physical Memory Text pane:

marmaot Physi..Memory (kB):
2071696

Total

276696

65280
211416
179556
923260
316160

310120
0

6040
607100
692184

284704
818112
803544
BB5184

8360

High 1178152

Free 683824

Figure 3-25. Physical Memory Text Pane

Theinformation displayed in thisareais asfollows. All valuesarein KB.

The total memory of the system is subdivided in three different, orthogonal, ways:

¢ Usage
* Recency
* Low vs. High Memory
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Subdivision by Usage

Total

The total memory on the system in KB.

Used

The total memory in KB alocated by the kernel or user processes but not including
reclaimable memory. This category is further subdivided as follows:

Kernel showsthe total amount of memory allocated by the kernel. Other indicates
memory allocated by the kernel for page tables and other internal data stored in
whole pages. Slabs indicates memory allocated by the kernel for internal data
structures.

User showsthe total amount of memory allocated by user processes, but not includ-
ing reclaimable memory.

Reclaimable

The total memory in KB allocated by the kernel but easily discardable and therefore
available to the kernel or user processesif necessary:

Caches indicates total memory used for cached copies of pages from disk files:
Clean shows memory used for cached pages which remain unmodified, Write-
back shows memory used for cached pages which have been modified and are in
the process of being written back to disk, and Dirty shows the memory used for
cached pages which have been modified but have not yet been written back to disk.

Buffers indicates memory for pages intended to be written to disk but which have

not yet been written. This differs from Dirty in that the pages were not originally
cached. For example, callstowrite (2) may create such pages.

Free

The total memory in KB that is not being used.

Subdivision by Recency
This subdivision includes Total, Kernel (and its further subdivisions), Free, and also:

Active

User, cache or buffer memory that has been used recently and therefore is unlikely
to be reclaimed when memory is needed.

Inactive

User, cache or buffer memory that has been used less recently and thereforeis likely
to be reclaimed when memory is needed.
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Subdivision by Low vs. High Memory

Low

Total low memory, which is usable for any purpose by either user processes or the
kernel. Used indicates low memory including reclaimable memory that is allo-
cated. Free indicates low memory not allocated.

High

Total high memory, which is usable for user processes or the kernel’s page cache but
not for most kernel data structures. Used indicates high memory that is allocated
for user processes, page tables or buffers, including reclaimable memory. Free indi-
cates high memory not alocated for any purpose.

Physical Memory Bar Graph Pane

The Physical Memory Bar Graph pane provides individual bar graphs detailing the
allocation of physical memory on the system.

Thefollowing illustrates the Physical Memory Bar Graph pane:

marmat Physical Memory (kB):

Usage |INESNNNNNN | =
Recency [N |
Low/High | I |

0 2071696

Usage: Used: Kernel: Slabs

Reclaimable: [Caches: Cleanl [Caches: Writeback] [Caches: Dirtyl [Buﬁersl

Free: Free

Recency: Kernel: Slabs Free
Low/High: Low: Used & Reclaimable
High: Used & Reclaimable

g

Figure 3-26. Physical Memory Bar Graph Pane

The allocation of physical memory is displayed as horizontal lines. See “Physical Memory
Text Pane” on page 3-30 for definitions of the metrics. One bar is displayed for each
method of subdivision. In the Usage bar, dark colors are used to represented Used mem-
ory, while light colors are used to represented Reclaimable memory, and white is used
for Free memory.
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Physical Memory Line Graph Pane

The Physical Memory Line Graph pane providesindividual line graphs detailing the
allocation of physical memory.

Thefollowing illustrates the Physical Memory Line Graph pane:

marmot Physical Memaory (kB):
2071696 [«]
Used
o | —
2071696
Kernel
0 | ——————
2071696
Other
0
2071696
Slabs
0 | ——
2071696
User
0 -
2071696
Reclaimable
2071696
Caches
0 |
2071696
Clean
0
2071696
Writeback
0
2071696
Dirty
. [
2071696
Buffers
0
2071696
Free
0
2071696
Active
0
2071696
Inactive @
n

Figure 3-27. Physical Memory Line Graph Pane
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Swap Panel

Swap Text Pane

3-34

The alocation of physical memory isdisplayed as avertical linein each graph. See “Phys-
ical Memory Text Pane” on page 3-30 for definitions of the metrics.

The Swap panel is a system status panel (see “ System Status Panel” on page 3-1). Each
pane displays the swap space allocation at the time of the last refresh.

Thefollowing illustrates the Swap Memory Text pane:

marmat Swap (kB):
Used Used
Total | Used Free
Cached | Uncached ‘
7341696 276 0 276 7341420

Figure 3-28. Swap Memory Text Pane

The information displayed in this areaincludes:

Total

The total swap space on the system in KB.

Used

The total swap spacein use on the system. Thisis further subdivided as Cached and
Uncached.

Used: Cached

Thetotal swap space that, after having been swapped out, has been swapped back in
and therefore is in both physical memory and swap space. |f additional swapping
becomes necessary in the future, the memory characterized in this way can be
swapped for nearly no cost, because the swap area already contains a copy of them
memory. Conversely, if swap space becomes low, this swap space can be reclaimed
because its content already has been swapped back into physical memory.
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The total swap space that has not been swapped back in and therefore exists only in
swap space.

Free

The total swap space that is not being used.

Swap Bar Graph Pane

Swap Line Graph Pane

The Swap Memory Bar Graph pane provides abar graph illustrating the used and free
swap space on the system. The total width of the bar represents the total amount of swap
space on the system. The metrics are described in “ Swap Text Pane” on page 3-34.

The following illustrates the Swap Memory Bar Graph pane:

marmat Swap (kB):
Swap E |
0 7341696
LI sed: Cached Jf Used: Uncached g

Figure 3-29. Swap Memory Bar Graph Pane

The Swap Memory Line Graph pane provides individual line graphs detailing the

swap space.

Thefollowing illustrates the Swap Memory Line Graph pane:

marmot Swap (kB):
Used Used
Used Free
| Cached | Uncached |
7341696 7341696 7341696 7341696
o 0 N o 0

Figure 3-30. Swap Memory Line Graph Pane
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The allocation of swap memory is displayed as a vertical line in each graph. The metrics
are described in “ Swap Text Pane” on page 3-34.

Network Activity Panel

The Network Activity panel isa system status panel (see” System Status Panel” on page
3-1). Each pane displays statistics related to network operations that occurred over the
period of time defined by the refresh interval. Statistics for individual network devices are

displayed.

Network Activity Text Pane

Thefollowing illustrates the Network Activity Text pane:

marmot Network Activity:
Input Input Output | Output | Collisions/
Pkts/Sec | Errs/Sec | Pkts/Sec | Errs/Sec Sec
m 13 0 12 0 0
m 0 0 0 0 0
0 0 0 0 0
m 0 0 0 0 0

Figure 3-31. Network Activity Text Pane
Theinformation displayed in this areaincludes:

Interface

The name of the network interface is displayed in the left-most column.

Input Pkts/Sec

The number of packets per second transferred on behalf of input operationsis dis-
played in this column.

Input Errs/Sec

The number of errors per second that occurred during input operations is displayed
in this column.
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Output Pkts/Sec
The number of packets per second transferred on behalf of output operationsis dis-
played in this column.

Output Errs/Sec

The number of errors per second that occurred during output operationsis displayed
in this column.

Collisions/Sec

The number of network collisions per second that occurred is displayed in this col-
umn.

Network Activity Bar Graph Pane

The Network Activity Bar Graph pane provides individual bar graphs detailing met-
rics related to network operations.

Thefollowing illustrates the Network Activity Bar Graph pane:

marmat Network Activity:
Input PktsSec | |
Input Errs/Sec | |
Output Pkts/Sec | |
Output Errs/Sec | |
Collisions/Sec | |
0 50

Figure 3-32. Network Activity Bar Graph Pane

Individual bar graphs are shown for each metric. The value of the metric is displayed hor-
izontally in each graph. See “Network Activity Text Pane” on page 3-36 for definitions of
these metrics.
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Network Activity Line Graphs

The Network Activity Line Graph pane providesindividual line graphs detailing met-
rics related to network operations.

Thefollowing illustrates the Network Activity Line Graph pane:

Output
Pkis/Sec

ethd

ethl

sitd

Figure 3-33. Network Activity Line Graph Pane

Individual line graphs are shown for each network device for each metric. The value of the
metric is displayed vertically in each graph. See “Network Activity Text Pane” on page
3-36 for definitions of these metrics.
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The NUMA panel is asystem status panel (see “ System Status Panel” on page 3-1). Each
pane displays the allocation of memory on each NUMA node at the time of the last

refresh.

NUMA Text Pane

Thefollowing illustratesthe NUMA Text pane:

jolokia NUMA Memory (kB):
| |NodeO|NodellNodeZlNodeB‘
|T0ta| | 1048188 1048576 1048576 1048512
Used 196792 79748 373480 105086
Kernel 183292 45300 56084 55064
| User | 1020 3324 46944 27344
Cache & Buffer 12480 31124 270452 22688
Free 851396 968828 675096 943416
|Active | 10856 17156 60868 38312
|Inactive | 2644 17292 256528 11720
Low 1048188 1048576 1048576 1048512
Used 196792 79748 373480 105086
| Free | 851396 968828 675096 943416
High 0 0 0 0
Used 0 0 0 0
| Free | 0 0 0] 0]

Figure 3-34. NUMA Text Pane

The total memory for each NUMA node is subdivided in two different, orthogonal, ways:

¢ Usage

* Recency

* Low vs. High Memory

Subdivision by Usage

Total

The total memory in the NUMA node.
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Used

The total memory in KB from the NUMA node allocated by the kernel or user pro-
cesses, including reclaimable memory. This is further subdivided into Kernel,
User and Cache & Buffer memory.

Kernel

The total memory in KB from the NUMA node allocated by the kernel.

User

The total memory in KB from the NUMA node allocated as user memory.

Cache & Buffer

The total memory in KB allocated by the kernel but easily discardable and therefore
available to the kernel or user processes if necessary. Cache memory is for cached
copies of pages from disk files. Buffer memory isfor pagesintended to be written to
disk but which have not yet been written. For example, callstowrite (2) may cre-
ate buffer memory.

Free

Total unused memory in KB available on the NUMA node.

Subdivision by Recency

This subdivision includes Total, Kernel, Free and the following:

Active

User, cache or buffer memory that has been used recently and therefore is unlikely
to be reclaimed when memory is needed.

Inactive

User, cache or buffer memory that has been used less recently and thereforeislikely
to be reclaimed when memory is needed.

Subdivision by Low vs. High Memory

Total

The total memory in the NUMA node.
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Low

Total low memory, which is usable for any purpose by either user processes or the
kernel. Used indicates low memory allocated, including reclaimable memory. Free
indicates low memory that is not allocated for any purpose.

High

Total high memory, usable for user processes or the kernel’s page cache but not for
most kernel data structures. Used indicates high memory allocated, including
reclaimable memory. Free indicates high memory that is not allocated for any pur-
pose.

NUMA Bar Graph Pane

The NUMA Bar Graph pane provides individual bar graphs detailing metrics related to
memory alocation on NUMA systems.

The following illustrates the NUMA Bar Graph pane:

jolokia NUMA Memory (kB):

Node O Usage  [IN—
Node 1 Usage |[In
Node 2 Usage |[Is
Node 3 Usage [
Node O Recency [
Node 1 Recency [
Node 2 Recency [N
Node 3 Recency [
Node 0 Low/High [
Node 1 Low/High [
Node 2 Lovi/High [

Node 3 Low/High
0 1048576

Recency: Free
Low/High: Low:

Figure 3-35. NUMA Bar Graph Pane

The alocation of memory for each NUMA node is displayed as horizontal lines. One bar
is displayed for each method of subdivision for each NUMA node. See “NUMA Text
Pane” on page 3-39 for definitions of the subdivisions and metrics.
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NUMA Line Graph Pane

The NUMA Line Graph pane providesindividual line graphs detailing metrics related
to memory allocation on NUMA systems.

Thefollowing illustrates the NUMA Line Graph pane:

jolokia NUMA Memory (kB):
Node 0 | Node 1 | Node 2 | Node 3 |
1048188 1048576 1048576 1048512
Used
1048188 lo48576 [ lo4ss7e [ lo4ss1i2[
Kernel
O | — 0 | — 0 | 0 |
lo4s18s [ lo4ss7e [ lo4ss7e [ lo4ssi2[
User
0 0 0 0
1048188 [ 1048576 [ 1048576 [ 1048512
Cache & Buffer
0 0 0 0
1048188 [ 1048576 [ 1048576 [ 1048512
Active
0 0 0 0
1048188 [ 1048576 [ 1048576 [ 1048512
Inactive
0 0 0 0
1048188 [ 1048576 [ 1048576 [ 1048512
Free
0 0 0 0
1048188 1048576 1048576 1048512
Low Used
1048188 [ lo4ss7e [ lo4ss7e [ lo4ssi2[
Low Free
0 0 0 0
lo4s188 [ lo4ss76 [ lo4ss76 [ 1048512
High Used
0 0 0 0
lo4s188 [ lo4ss76 [ 1lo4ss76 [ 1048512
High Free
0 0 0 0

Figure 3-36. NUMA Line Graph Pane

Individual line graphs are shown for each node’s memory allocation and for each metric.
See “NUMA Text Pane” on page 3-39 for definitions of these metrics.

NUMA Activity Panel

The NUMA Activity panel is a system status panel (see “ System Status Panel” on page
3-1). Each pane displays statistics related to memory activity on NUMA systems that
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occurred over the period of time defined by the refresh interval. Statistics for individual
nodes are displayed.

NUMA Activity Text Pane

Thefollowing illustrates the NUMA Activity Text pane:

kong NUMA Memaory Activity (page allocations/sec):

| |ana||0ther| Hits |Mi55e5 | Foreignl Interleave Hil5|

Node 0| 413 0 413 0 0 0
Node 1 53 0 53 0 0 0

m 61 0 6l 0 0 0
m 7 0 7 0 0 0

Figure 3-37. NUMA Activity Text Pane

Theinformation displayed in this areaincludes:

Local

Pages allocated from this node by a CPU associated with this node.

Other

Pages allocated from this node by a CPU not associated with this node.

Hits

Pages allocated from this node when this was the preferred node in the allocation’s
memory policy.

Misses

Pages allocated from this node when this was not the preferred node in the alloca-
tion’s memory policy.

Foreign

Pages allocated from another node when this was the preferred node in the alloca-
tion’s memory policy.

Interleaved Hits

Pages allocated from this node with interleaved memory policy when this was the
appropriate interleaved node.
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NUMA Activity Bar Graph Pane

The NUMA Activity Bar Graph pane provides individual bar graphs detailing metrics

related to memory activity on NUMA systems.

Thefollowing illustrates the NUMA Activity Bar Graph pane:

kaong NUMA Memary Activity (page allocations/sec):

Local [ E—

Other |

Hits |

Misses |

Foreign |

0

Figure 3-38. NUMA Activity Bar Graph Pane

Individual bar graphs are shown for each node’'s memory activity. See “NUMA Activity
Text Pane” on page 3-43 for definitions of these metrics.

NUMA Activity Line Graph Pane

The NUMA Activity Line Graph pane provides individual line graphs detailing met-

rics related to memory activity on NUMA systems.

Thefollowing illustrates the NUMA Activity Line Graph pane:

kong NUMA Memory Activity (page allocations/sec):
Local Other | Hits | Misses Foreign interleave Hits |
500000 500000 500000 500000 500000 500000
Node 0
[0 S 0 L o 0 0 0
500000 500000 500000 500000 500000 500000
Node 1
ol 4l 0 . o) 4] 0 0 0
500000 500000 500000 500000 500000 500000
Node 2
0 J 0 L 0 J 0 0 0
500000 500000 500000 500000 500000 500000
Node 3
0 0 LL 0 0 0 0

Figure 3-39. NUMA Activity Line Graph Pane

Individual line graphs are shown for each node’s memory activity. See “NUMA Text

Pane” on page 3-39 for definitions of these metrics.
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NUMA Configuration Panel

The NUMA Configuration panel provides two panes that display configuration statis-
tics for each node on NUMA systems: the CPUs pane and the Distance pane.

Because this panel provides statistics related to the NUMA configuration of the system,
the statistics do not change with refresh intervals. Changes appear only when the systemiis
reconfigured.

NUMA Configuration CPUs Pane

This pane shows the CPUs connected to each NUMA node.

Thefollowing illustrates the NUMA Configuration CPUs pane:

varmit NUMA Configuration:

CPUs connected directly to each node:

Figure 3-40. NUMA Configuration Text Pane

NUMA Configuration Distance Pane

The NUMA Configuration Distance pane provides the relative distances from CPUs
to memory on NUMA systems.

Thefollowing illustrates the NUMA Configuration Distance pane:

varmit NUMA Configuration:

Relative distances from CPUs to memory on a node:

| |NndeD|Nnde 1‘
0 20
10 20
20 10
20 10

Figure 3-41. NUMA Configuration Distance Pane
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Values displayed in green show minimum distances for each CPU. Generally, that means
that the a CPU is connected directly to the node if the cell in the table for that pair is green.

NUMA Configuration Context Menu

While positioned in the NUMA Configuration panel, right-clicking displays the
NUMA Configuration context menu.

¥| Show CPUs pane

¥| Show Distance pane

Figure 3-42. NUMA Configuration Context Menu

The following paragraphs describe the menu itemsin detail:

Show CPUs pane
Mnemonic: C

This menu item toggles the visibility of the NUMA Configuration CPUs pane
within the panel.

Show Distance pane
Mnemonic: D

This menu item toggles the visibility of the NUMA Configuration Distance
pane within the panel.

Process List Panel

The purpose of the Process List panel isto provide detailed descriptions of individual
processes and threads.

The process list can be organized with a parent-child hierarchy or can be aflat list of pro-
cesses. In addition, either the hierarchical or flat structures can be organized on a
per-user-1D basis, if desired. These selections can be made from the Process List con-
text menu (see “Process List Context Menu” on page 3-49).
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The following illustrates the Process List panel:

el Process List:
‘ PID | State | Size | Data |%CPU|CPUT|me| User |Sy5terr||CPU|Afﬁrliry|Nice Command V‘
B m Users
@ Idap
.. [ﬂ |I3'
@ mail

4397
6326
4279
4434
4278
4329
4330
4707
4720
4726
4734
4773

Waiting
Waiting
Waiting
Waiting
Waiting
Waiting
Waiting
Waiting
Waiting
Waiting
Waiting
Waiting

20020
4716
1368
1728
1512
3884
6180
9364
4880
9360

13648

12156

i @ messageb
@ nobody

.. @ np
@ root
-- @ sms
E- @ todd
10516 0.0 14.96 14.44 0.52 0 all 0 0 oT " & emacs
668 0.0 024 020 0.04 0 all ] 0 aT i ksh
108 0.0 0.18 0.13 0.05 0 all 0 0 o7 (= prefix
248 0.0 0.00 0.00 0.00 0 all 0 0 OT L be-polite
252 0.0 0.19 0.15 0.04 0 all 0 0 aT - 4 watch
556 0.0 0.05 0.02 0.03 0 all 0 0 OT - 4 xpmxload
1372 0.0 5034 3092 15.42 0 all 0 0 oT - {5 xpmxterm
4556 0.0 011 0.09 0.02 0 all 0 0 o7 (= Xprmxterm
832 0.0 0.10 0.08 0.02 0 all 0 0 o1 Lo B ksh
4552 0.0 0.09 0.06 0.03 0 all ] 0 aT - L0 xpmxterm
BE40 0.0 0.15 0.08 0.07 0 all 0 0 o7 0 xprmxterm
7348 0.0 0.10 0.07 0.03 0 all 0 0 OT 0 xpmxterm

Figure 3-43. Process List Panel

The columns of fields that are displayed are controlled from the Process Fields menu
from the Display Fields item of the Process List context menu (see “Process Fields
Menu” on page 3-76). The command name of the process is displayed in short form by
default, although this also can be changed from the context menu. The long form of the
command displays when the mouse hovers over the short form of the command name.

Information in the process line is automatically updated at a selectable interval. The inter-
val can be changed using the Preferences dialog from the Preferences... item from
the File menu. Immediate refresh of information is available using the Refresh tool icon
or through the Process List context menu.

Some operations in the panel operate on processes that are selected in the process list.
Selection of individual processes is done using the left mouse button, which toggles
whether the associated process is selected or deselected. Multiple selection is done by
selecting individual processes with the shift and/or control keys. Selecting or deselecting a
multi-threaded process selects or deselects all its threads.

You can use the Process List context menu (see “Process List Context Menu” on page
3-49) to filter the processes shown. When the panel is filtered, a status bar appears at the
bottom of the panel to describe the filter, shown in Figure 3-44. The status bar also con-
tainsaChange Filter button to bring up the Filter Processes dialog (see “Filter Pro-
cesses Dialog” on page 3-53) and aRemove Filter button to remove thefilter.
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Filter: User: "root” Change Filter | | Remowve Filter

Figure 3-44. Process List Filter Bar

Find Bar

You can search for a process with the Find... item in the Process List context
menu (see “ Process List Context Menu” on page 3-49) or by using Ctrl+F. Thefind
bar appears at the bottom of the panel.

Find: |root ¥ Next 4 Previous Match case Found

Figure 3-45. Process List Find Bar

Enter aregular expression in the text entry field; for example, a program name. If a
matching line is found, the lineis highlighted. If no match is found, the background
color of the text entry field changes. A label at the end of the find bar shows the sta-
tus of the search.

Note that hidden fields are searched. For example, if you search for your username,
processes you own will match even though the Username field is not displayed.

PressEnter or click on [{ Next to go to the next match. Click on # Previous to
go to the previous match. The Match case check box indicates whether the search
should be case-sensitive.

Press Esc or click on the close button to hide the find bar.

You can search for another processwith the Find Again iteminthe Process List
context menu or by using Ctrl+G.

Process List Drag and Drop Operations

3-48

Individual processes or groups of processes can be dragged onto various destination pan-
elsand drop targets.

To drag an individual process, click anywhere on the row describing the process and drag
the pointer to the destination area and rel ease the mouse button. Similarly, you can drag all
the processes currently associated with auser by clicking on the user line and dragging the
pointer to the destination area.

The Process List panel supports the following drag and drop operations:

* Dragging a process or user line onto a CPU line in the CPU Shielding

and Binding panel binds the processes to the corresponding CPU.
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* Dragging aprocess onto the Process Scheduler dialog changesthe dia-
log to refer to that process.

* Dragging aprocess or user line onto the Kill tool icon causes the processes
to bekilled with a SIGKILL signal.

* Dragging a process or user line onto the Unbind tool icon causes the pro-
cesses to be unbound from any CPUS.

Process List Context Menu

To display the Process List context menu, right-click while positioned in the Process
List panel.

The following illustrates the Process List context menu:

Expand All
Collapse All
Show Threads
Hide Threads
(%] Tree View
(%] Group By User
[] Show Args
Filter Processes...
Make Filter From Selected Processes
Find... Ctrl+F
Find Again Ctrl+G
Trace System Calls...
Trace Library Calls...
Debug Process
Process Scheduler...
Process Details...
Kill...
Display Fields 3
Resize Columns To Data
[ ] Ereeze Panel

Refresh Panel

Figure 3-46. Process List Context Menu

The following paragraphs describe the options on the menu in more detail

Expand All

Mnemonic: E
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This menu item expands the selected item and all itsinterior items.

Collapse All
Mnemonic: C

This menu item collapses the selected item and all itsinterior items.

Show Threads
Mnemonic: S

This menu item causes the list of threads to be expanded for the selected processes.

Hide Threads
Mnemonic: H

This menu item causes the list of threads for the selected processes to be hidden,
leaving asingle process line that summarizes all the threads.

Tree View
Mnemonic: T

This menu item, when sel ected, organizes the processes into a hierarchy according
to their parent-child relationships. When not selected, the processes are organized as
aflat list.

Group by User

Mnemonic: U

This menu item, when selected, organizes processes by user, with top-level itemsfor
each user with running processes and all processes placed beneath their user, with
the organization under each user controlled by the Tree View setting. When not
selected, processes are organized merely according to the Tree View setting.

Show Args
Mnemonic: A

This menu item, when selected, causes each process to be described in along form
including arguments in the Command column. If not selected, the short form is dis-
played in the Command column. In either case, the long formis displayed in atool-
tip if the mouse hovers over the Command column.

Filter Processes...

Mnemonic: O
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This menu item displays the Filter Processes dialog, which allows you to select
the processes shown in the Process List panel. See “Filter Processes Dialog” on
page 3-53.

Make Filter from Selected Processes
Mnemonic: M

This menu item makes afilter that causes the panel to show only the processes you
currently have selected. If you selected user lines, the display includes only the pro-
cesses owned by those users. If you selected process lines, the display includes only
those processes. If you selected both user lines and process lines, the display
includes the processes owned by those users plus the selected processes.

Find...
Accdlerator: Ctrl+F

This menu item displays the find bar (see“Find Bar” on page 3-48) at the bottom of
the panel. Enter aregular expression in the text entry areato initiate a search.

Find Again
Accdlerator: Ctrl+G

This menu item searches for the next match of the regular expression previously
entered in the find bar (see “Find Bar” on page 3-48).

Trace System Calls...
Mnemonic: Y

This menu item displays strace output for the selected process. See “Trace Sys-
tem Calls Window” on page 3-57.

Trace Library Calls...
Mnemonic: L

This menu item displays 1trace output for the selected process. See “Trace
Library Calls Window” on page 3-57.

Debug Process
Mnemonic: G

This menu item launches the NightView debugger to debug the selected process.

Process Scheduler...

Mnemonic: P
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This menu item displays the Process Scheduler dialog where the scheduling
properties of a selected process can be viewed or modified. See “Process Scheduler
Dialog” on page 3-58 for details.

Process Details...

Kill...

Displ

Mnemonic: |

Thismenu item displaysthe Process Details dialog which shows memory usage,
detailed information about memory pages, file descriptors, signal status, capabilities
and environment variables for the selected process. See “Process Details Window”
on page 3-62 for details.

Mnemonic: K

This menu item displays the Kill Process dialog where you may select a signal
(e.g. SIGKILL) to be sent to the processes.

ay Fields
Mnemonic: D

This menu item displays the Process Fields menu that allows you to select the
fields (columns) that are visible in the Process List panel. See “Process Fields
Menu” on page 3-76 for definitions of these metrics.

Resize Columns to Data

Mnemonic: Z

This menu item resizes the columns to fit the data visible.

Freeze Panel

Mnemonic: F

Thismenu item toggles the Freeze setting for this panel. When frozen, this panel is
not refreshed automatically.

Refresh Panel

Mnemonic: R

This menu item causes the panel to refresh with the latest list of users and processes,
regardless of the Freeze setting.
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Filter Processes Dialog

This dialog pops up when you click on Filter Processes... inthe Process List con-
text menu, or when you click on the Change Filter button in the Process List panel.
(The button is visible only when processes are filtered.)

The following illustrates the Filter Processes diaog.

raptor: NightTune - Filter Processes

Filter Rules

[UserName |v] lmatches |vl |E ‘
[Match all of the rules |v]

For the processes that match the filter, also show their: [ | Parents [ | Children

[ ] Filter also applies to threads, if threads are shown.

[ o< #eiv_) [ cear_][[Remewe | [_concel |[_reb ]

Figure 3-47. Filter Processes Dialog

The Filter Processes Dialog lets you describe which processes you want to show in
the Process List panel. You do this by creating a set of rules for the processes to match
and indicating whether each process must match all the rules or may match any of the
rules.

Filter Rules

Each filter rule is depicted graphically by arow of controls. The first control isa
combo box containing alist of process attributes. Select an attribute on which to fil-
ter. The next control is a combo box that describes how the process value isto be
compared to the rule’'s value. Next is one or more controls to enter the filter value.

For example, you might select “%CPU Time” and “>", then enter “1.00” to show
only processes using more than 1% of the CPU time.

Click the last button in arow, Remove Rule, to remove that row of controls and
the corresponding filter rule.

For single-threaded processes, al the attributes match based on the process.

For multi-threaded processes, some attributes match based on the process, some
match based on the threads, and the rest match if either the process matches or its
threads match. The following attributes match based on the process:

* User Name
e Command
e Command Line

* Process|D
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* Parent PID
e UserID
* Number of Threads
* Size
¢ DataSize
* Resident Size
The following attributes match based on the threads:
* Thread ID
* State
* Recent CPU
o Affinity
* Nice
* Priority
* Real-Time Priority
¢ Scheduling Class
The following attributes match if either the process matches or its threads match:
* % CPU Time
* CPUTime
* User Time
* System Time

The attributes are described below.

User Name

Enter aregular expression to describe the user names. For example, enter your
user name.

Command

Enter aregular expression to describe the program names, not including the
program path and the arguments. For example, enter “sh$’.

Command Line

Enter a regular expression to match the commands, including the program
path and the arguments.
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Process ID
Parent PID

Enter aregular expression to describe the process IDs. For example, enter a
single process ID.

User ID

Enter a regular expression to describe the user IDs. For example, enter your
user ID.

Number of Threads

Enter a number of threads.
Size
Data Size

Resident Size

Enter amemory size and select the desired units.

Thread ID
Enter aregular expression to describe the thread I1Ds. For example, enter asin-
gle thread ID.

State

Check the boxes to select the states you want to match.

Recent CPU
Affinity

Select whether you want to enter a hexadecimal mask such as “0x17”, or a
CPU list such as“0-2,4", then enter the value.

Nice
Priority
Real-Time Priority

Enter a number.

Scheduling Class

Check the boxes to select the scheduling classes you want to match.

% CPU Time

Enter the percent CPU time you want to match.
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CPU Time
User Time
System Time

Enter the CPU time you want to match.

Match all of the rules
Match any of the rules

If there are multiple filter rules, this controls whether a process must match all the
rules to be accepted by thefilter, or whether matching any ruleis sufficient.

Add Another Rule

Clicking this button adds another row of controls to represent another filter rule.

For the processes that match the filter, also show their:
Parents
Children

In addition to displaying the processes that match the filter, you can show the par-
ents and children of those processes.

Filter also applies to threads, if threads are shown

In addition to processes, the Process List panel can show the threads of a
multi-threaded process. See Show Threads in the Process List Context
Menu. Check this box to indicate that the filter should control not only which pro-
cesses are displayed, but also which threads are displayed. Uncheck this box to
show all threads.

Note that threads can always contribute to the decision of whether a processis dis-
played, regardless of the state of this check box.

The following buttons control the dialog.

OK

Clicking OK applies thefilter to the Process List panel and closes the dialog.

Apply
Clicking Apply applies the filter to the Process List panel and leaves the dialog
open.

Clear

Clicking Clear setsthefilter controls to a default state, as they appear the first time
you show the dial og.
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Remove

Clicking Remove removes the filter, showing all processes, and closes the dialog.

Cancel

Clicking Cancel closes the dialog without making any changes.

Help

Clicking Help presents this section of the manual in the online help viewer.

Trace System Calls Window

The Trace System Calls window isdisplayed from the Trace System Calls option
of the Process List context menu. Thiswindow shows the output of an strace (1) of
the selected process. Buttons provide the ability to save trace output to afile, print the
screen and search trace output. The output also may be paused and resumed.

Thefollowing illustrates the Trace System Call window:

gettimeofday({1180741336, 504939} NULL) =0 B
gettimeofday({1180741336, 504991}, NULL) = 0

setitimer| TIMER_REAL, {it_interval={0, 0}, it_value={0, 99893 }}, NULL) =0

sigreturn() =7 (mask now [

gettimeofday{{1180741336, 505192}, NULL) =0

gettimeofday({1180741336, 505248}, NULL) = 0

select{11, [3 4 8 10], NULL, NULL, {43, 494752}) = ¥ ERESTARTNOHAND (To be restarted)

- SIGALRM (Alarm clock) @ 0 (0) —

gettimeofday{{1180741336, 608907}, NULL) =0
gettimeofday({1180741336, 608964}, NULL) = 0
gettimeofday({1180741336, 609017}, NULL) = 0

setitimer| TIMER_REAL, {it_interval={0, 0}, it_value={0, 99890}}, NULL) =10
sigreturn() =7 (mask now [

gettimeofday{{1180741336, 609219}, NULL) =0
gettimeofday({1180741336, 609276}, NULL) = 0

select{11, B 4 8 10], NULL, NULL, {43,390724}

@ Close

I[BI]:

Figure 3-48. Process List Trace System Calls Window
Trace Library Calls Window

The Trace Library Calls window is displayed from the Trace Library Calls option
of the Process List context menu.
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Debug Process

This window shows the output of an L1trace (1) of the selected process. Buttons pro-
vide the ability to save trace output to afile, print the screen and search trace output. The
output also may be paused and resumed.

Thefollowing illustrates the Trace Library Calls window:

__errno_location() = (0xd048e8a0 B
gettimeofday(0xbfbb444d, NULL) =0

gettimeofday(0xbfbb4494, NULL) =0

memcpy(0x8288d00, 0300057, 128) =0xB288d00

selecll, OxB288d00, 0, 0, Oxbfbb45590 <unfinished ..>
— SIGALRM (Alarm clock) -—

gettimeofday(0xbfbb4198, NULL) =0
gettimeofday{0xbfbb4198, NULL) =0
gettimeofday(0xbfbb4164, NULL) =0

setitimer{0, Oxbfbb4154, 0, 0x812ecf7, 0x182b2154) =0
<. selectresumed= ) =-1
__errno_location() = 0x4048e8a0
gettimeofday{Oxbfbb4444, NULL) =0
gettimeofday(0xbfbb4494, NULL) =0
memcpy{0x8288d00, "020\0057, 128) = 0xB288d00

select(11, 0x8288d00, 0, 0, Oxbfbb4590

@ Close

I[BII:I

Figure 3-49. Trace Library Calls Window

Opens the NightView Source-Level Debugger and arranges for it to attach to the selected
process. NightView isagraphical source-level debugging and monitoring tool specifically
designed for real-time applications. NightView can monitor, debug, and patch multiple
real-time processes running on multiple processors with minimal intrusion.

See also:

* NightView RT User’s Guide

Process Scheduler Dialog
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You can use the Process Scheduler dialog to alter the scheduling attributes and CPU
affinity for any process for which you have appropriate privileges.

The Process Scheduler dialog is displayed when the process is selected in the Pro-
cess List panel and Processor Scheduler is selected from the Process List con-
text menu.

Thefollowing illustrates the Process Scheduler dialog:
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28019 (ntuneserv)
Scheduling Class: — Current Systern Values
= Scheduling Class: Other
Mice Value: 0 = Nice Value: 0
[ H Real-time Priority: 0
= Time Quantum: 100 msecs
[ H CPU Affinity: all
CPU Affinity ~CPU Shielding Legend
l 0e @H 1@ @H 7@ @H 38 @] EE’ Shielded from processes
l4 @ Izl” 5@ Iz‘” 5@ @H 7 @ @] ::v:: Unshielded from processes
(h cPuU down
Set All Clear All
[ OK l [ Apply l [ Reset ] [ Cancel l [ Help ]

Figure 3-50. Process Scheduler Dialog

Descriptions of the text fields and controls contained in the Process Scheduler diaog
follow:

Process

The process ID (PID) and simple name of the process currently referenced by the
dialog is displayed at the top of the dialog. You can use this window as a drop target
for processes; dropping a process onto the window changes the dialog to refer to that
process. You cannot drop multiple processes or a process with more than one thread
on the dialog.

Scheduling Class
This menu item allows you to select one of the three scheduling classes supported
by the operating system:
Other

Selects the SCHED OTHER scheduling policy which is the default universal
time-sharing policy used by most processes. The priority of the processisfirst
determined by the Nice Value, but then is adjusted by the operating system
based on CPU utilization. Processes using this policy will always have a less
favorable priority than those in the other two classes.

First In-First Out

Selects the SCHED FIFO scheduling policy. The priority of processes within
this policy are static — they are not adjusted by the operating system. Pro-
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cesses retain use of the CPU until they block, voluntarily yield the CPU, or are
preempted by higher priority processes or interrupts.

Round Robin

Selectsthe SCHED_RR scheduling policy. Itisvery similar to SCHED FIFO,
but every process with this scheduling policy has an associated time quantum.
In addition to the cases listed for SCHED FIFO, if aprocess with policy
SCHED_RR has been running for longer than its time quantum, it will be pre-
empted and any other process with the same priority will be allowed to run.

The current scheduling policy for the process is displayed within the Current Sys-
tem Values box.

See sched setscheduler (2) for moreinformation on the scheduling classes.

Nice Value

This text field allows you to specify a nice value for processes scheduled under the
Other scheduling class. Nice values are inverted: lower numbered values have a
more favorable priority than higher numbered values.

The current nice value for the process is displayed within the Current System
Values box.

The Nice Value isonly sensitized for processes using the Other scheduling class.

Real-Time Priority

This text field allows you to specify the priority within an associated real-time
scheduling policy, either Round Robin or First In-First Out.

Values for the priority must be in the range 1..99. Higher numbered values have a
more favorable priority than lower numbered values.

The current real-time priority for the process is displayed within the Current Sys-
tem Values box.

The Real-Time Priority is desensitized for processes using the Other scheduling
class.

Time Quantum

This text field allows you to specify the duration in milliseconds of the execution
time-dlice for processes using the Round Robin scheduling class. It is not applica-
ble to any other scheduling class.

The current time quantum for the processis displayed within the Current System
Values box.

The Time Quantum isonly sensitized for processes using the Round Robin
scheduling class.
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The operating system only supports certain values for the Time Quantum; if you
enter avalue by hand and it is not a supported value, it will be rounded to the nearest
supported quantum value.

CPU Affinity

The CPU Affinity area allows you to specify CPUs on which the processis
allowed to execute. If asingle CPU checkbox is checked, the process is bound to
that CPU and the processis displayed in the Processes list in the associated CPU
box inthe CPU Status panel.

For each CPU that has been shielded from processes, the ‘ shielded from processors
icon v is displayed. If a CPU has been shielded from processes, no processes
will execute on that CPU unless its affinity includes that CPU and no non-shielded
CPUs.

The Set All and Clear All buttons eliminate having to click on each individual
interrupt to set or clear al interrupts quickly.

For more information about CPU affinity and scheduling policies and priorities,
refer to the mpadvise(2), sched setaffinity(2),
sched_setscheduler(2), and sched_setparam (2) manual pages. Addi-
tional information is available in the RedHawk Linux User’s Guide.

Current System Values

This area displays the values currently in effect for the process.

CPU Shielding Legend

This area displays the symbols used to indicate the status of the CPUs on the system:
shielded from processes, unshielded from processes, and CPU down.

Process Scheduling Operations

The process scheduling operations are controlled using the buttons at the bottom of the
dialog:

OK

Clicking OK applies any scheduling changes made in the dialog. You may not see a
change reflected immediately since the operating system may defer certain opera-
tions until the next time the process becomes active. Thisis particularly likely if a
processis being starved of CPU time; in this case try unbinding the process, or bind-
ing it to a different CPU, and making the change again. The dialog is closed when
the actions are compl ete.

Apply

Clicking Apply applies any scheduling changes made in the dialog. You may not
see a change reflected immediately since the operating system may defer certain
operations until the next time the process becomes active. Thisis particularly likely
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if aprocessis being starved of CPU time; in this case try unbinding the process, or
binding it to a different CPU, and making the change again.

Reset
Clicking Reset causes the current process scheduling attributes to be reflected in
the dialog, discarding any changes that have not yet been applied.

Cancel
Clicking Cancel closesthe dialog. Any changes that have not been applied are dis-
carded.

Help

Clicking Help presents this section of the manual in the online help viewer.

Process Details Window

The Process Details window is displayed from the Process Details option of the
Process List context menu. This window contains memory usage, detailed information
about memory pages, file descriptors, signal status, capabilities and environment variables
for the selected process in separate tabbed sections.

The information displayed in this dialog is a snapshot of the process at one point in time.
Initially, it is the snapshot taken when the dialog was created. The user may press the
Update button to obtain a new snapshot for the process.

The Close button may be used to close the dialog.

Memory Usage Tab

The Process Details Memory Usage tab provides an overview of memory usage for
the process.

The following illustrates the Memory Usage tab:
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NightTune Process Details:varmit 321197 looper

Memory Usage | Memory | File Descriptors | Signals | Capabiliies | Environment |
Lt Usage (I ]

Total 6602 Shared | |
Reserved 0 Residency |
Text 4 NUMA (| \
Library 3156 0 6692
Stack 100
Shared 2896 shared

Resident 2916 UM - 2

kea | 0

Unlocked | 2916

MNon-resident | 3776

NUMA Node 0| 2796

NUMA Node 1| 120

NUMA Node 2 0

NUMA Node 3 0

[ Update H Close H Help l

Figure 3-51. Process Details Memory Usage Tab

The total memory of the processis subdivided in four different, orthogonal, ways:

¢ Usage

® Shared / Nonshared
* Residency

* NUMA node

Subdivision by Usage

Total

Total virtual memory allocated for this process.

Reserved

Virtual memory reserved for 1/0 or by the kernel such that swapping of that memory
is prohibited.
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Text

Virtual memory used for executable instructions in the process' main executable.

Library

Virtual memory used for executable instructions in any shared libraries used by the
process.

Data/Heap

Virtual memory used for static or heap data.

Stack
Virtual memory used for call stacks.

Subdivision by Shared / Nonshared

Total

Total virtual memory allocated for this process.

Shared

Virtual memory associated with afile.

Nonshared
Virtual memory not associated with afile.

Subdivision by Residency

Total

Total virtual memory allocated for this process.

Resident
Virtual memory stored in physical memory. This total is further subdivided into

memory that is Locked in physical memory and that which is Unlocked, and
therefore could become nonresident in the future.

Nonresident

Virtual memory not stored in physical memory, but rather on disk, either in swap
space or in adisk file (if mapped).
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Subdivision by NUMA node

Memory Tab

Oneitem exists for each NUMA node on the system, with one final item for non-resident
memory. The item shows the total virtual memory allocated by the process from each
NUMA node, or that is not resident in physical memory.

The Process Details Memory tab provides the ability to view information about indi-
vidual pagesin aprocess address space. The display can be zoomed and panned to repre-
sent the entire address space or as few as four pages. Various methods allow navigation to
all areas of the address space.

The following illustrates the Memory tab:

Memory Usage Memory File Descriptars Signals LCapabilities Environment

NUMA Node

Local NUMA Node

|P|'m:r_-:: bias is notrestricted to a single node |

Resident (Locked status not available) |

Exists

0x00007fffl4c__000

ifB fic 00 04 08 Oc 10 14 18 lc fﬂ f‘i fS fc |30 |34 ‘
| | | | | | | | | | | | | | | ‘ | | | | | | | | |

0x_000000000000000

|0I|llfl

s 6 7 &8 @& a b 4
T TR ST AN (AN TN U AU SN U

NUMA MNode:

Current Page: | 0x00007ff14d15000

Status: Nonresident

—Memaory Region Information

[Previous Region] [Previous Pagel l Zoom Out I l Next Page l lNext Region]

[ Shift Min H Shift Left H Zoom In H ShiﬁRightH Shift Max ]

0
V]
0

File Mapping: [stack]

Addresses: 0x00007fff14d15000 - 0x00007fff14d2 dfff Active: 18446744073709551615 Shared

Permissions: [ Read [¥| Write [ | Execute Inactive: 0 Shared Clean

Shared: Private Backed by Swap: 4096 Shared Dirty
Size: 102400 Private: 8192
Resident: 8192 Private Clean: 4096
MNUMA Policy: Default Private Dirty: 4096

[ Update H Close H Help l

Figure 3-52. Process Details Memory Tab

The horizontal axisin the bars on this tabbed page is used to describe memory addresses.

The bottommost bar is called the Global Address Bar and always covers the entire
range of the address space of the process. It existsto provide contextual information about
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the position and size of the memory region being viewed by all the other bars when they
are zoomed or panned.

All the other bars are synchronized to each other to show information for the zoomed or
panned range of memory addresses. A vertical dashed line spans al the bars and shows
the location of the Current Page, about which additional information is shown below
the bars.

The bar second from the bottom is called the Address Bar and describes the memory
addresses being viewed by the current zoom & pan settings. The bars above it describe
characteristics of the pages associated with those memory addresses. Their meanings are:

NUMA Node

The vertical bars in this graph indicate which NUMA node contains the physical
memory associated with this virtual memory page. Each NUMA nodeis assigned a
color. It displays bars only on aNUMA system, and only for pages which are resi-
dent. Thevertical linesin thisbar are synchronized with those in the Address Batr.

Local NUMA Node

Vertical bars are displayed in this graph only on aNUMA system, and only when the
process has a CPU affinity whose CPUs are al from asingle NUMA node. In that
case, the vertical bars indicate pages which are contained in the memory associated
with that NUMA node. The vertical lines are synchronized with those in the
Address Bar.

Resident

Vertical barsin this bar indicate pages which are resident in memory. The vertical
linesin this bar are synchronized with thosein the Address Batr.

Exists

Grey vertical barsin this bar indicate pages which are mapped as part of the address
space. The boundaries of distinct memory regions are denoted by black vertical
lines. Thevertical linesin this are synchronized with the Address Bar.

Address Bar

This bar represents the part of the address space being viewed. If zoomed all the
way out, this covers the entire address space. But the panning and zooming opera-
tions alow it to represent a smaller part of the total address space. The label above
it (e.g., 0x__0000000) indicateswith the“__” what the numbersin the bar represent
(e.g., 0x73000000).

Global Address Bar

This bar represents the entire address space. The shaded area shows which part of
the address space is being viewed by all the other bars. A vertical linein this bar rep-
resents the current page. The label above it (e.g., 0x_0000000) indicates with the
“ " what the numbers in the bar represent (e.g., 0x80000000).
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Current Page

This gives the first address within the current page. The current page also is indi-
cated by the vertical dashed line running through the horizontal bars. The current
page may be changed by typing a new value into the Current Page field, or by
clicking in the horizontal bars.

Status

Indicates the locked and residency status of the page, which may be one of the fol-
lowing:

Locked: forced into physical memory (also implies Resident)
Resident: in physical memory

Non-resident: not in physical memory

NUMA Node

For pages resident in physical memory on a NUMA system, this shows the NUMA
node which contains the page’s physical memory.

Navigation Buttons

Clicking on these buttons adjusts the display:

Zoom Max (or Alt-Up) zooms out to show the entire address space

Zoom Min (or Alt-Down) zooms in to show four pages (the mini-
mum number)

Zoom Out (or Up) zooms out the visible range of addresses by a
factor of two to view more of the address space, but with less detail

Zoom In (or Down) zooms in the visible range of addresses by a
factor of two to view less of the address space, but with more detail

Previous Region (or Alt-Left) searches backward from the cur-
rent page to the preceding memory region and makes the last page of
that region the current page

Next Region (or Alt-Right) searches forward from the current
page to the preceding memory region and makes the first page of that
region the current page

Previous Page (or Left) setsthe current page to the previous page
Next Page (or Right) sets the current page to the next page

Shift Min (or Home) sets the current page to the lowest page in the
address space

Shift Max (or End) sets the current page to the highest page in the
address space
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e Shift Left (or Ctrl-Left) shifts the current page to the left (lower
numbered address) by approximately 25% of the addresses currently
visible

* Shift Right (or Ctrl-Right) shifts the current page to the right

(higher numbered address) by approximately 25% of the addresses
currently visible

Memory Region Information

Information in this area applies to a contiguous region of memory which was
mapped as one operation and which contains the current page. The memory may be
private to the process or may be mapped to afile. If mapped as afile, the memory
will be from a contiguous region of that file and will have consistent permissions.
The pieces of information are:

* File Mapping shows the name of the file with which this memory
isassociated, if any

* Addresses shows the range of memory addresses for this memory
region

* Permissions shows the Read, Write, and Execute permissions
for the pages in this memory region

* Shared shows whether the pages in the memory region are:

- Shared, where modifications to the pages affect any associ-
ated file

- Private, where modifications to the pages affect an in-mem-
ory copy of the content from the associated file and not the file
itself

* Size, which shows the number of bytesin the memory region

* Resident, which shows the number of bytes from the memory
region that are resident in physical memory

* NUMA Policy, which describes how memory from this region will
be assighed to NUMA nodes. It may be one of:

- Default, meaning that pages will be selected from the NUMA
node associated with the CPU on which the process is running
when the mapping occurs, if possible; or from any NUMA
node otherwise

- Preferred, meaning that pages will be selected from a speci-
fied NUMA node, if possible; or from any NUMA node other-
wise

- Bind, meaning that pages will be selected from a specified set
of NUMA nodes and that those nodes are enforced strictly (i.e.
if no memory is available on any of those nodes, an error will
occur)

- Interleaved, meaning that pageswill be selected from a spec-
ified set of NUMA nodes, assigned in around-robin order
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* Active, shows the number of bytes in pages in this memory region
which have been used recently and therefore are unlikely to be
reclaimed when memory is needed

* Inactive, which shows the number of bytesin pagesin this memory
region which have been used less recently and therefore are likely to
be reclaimed when memory is heeded

* Backed by Swap, which shows the number of bytesin pages for
which swap space has been all ocated

* Shared, which shows the number of bytes in pages which are
shared by at least two processes with independent address spaces. It
is further subdivided into:

- Shared Clean, which shows the number of bytes in Shared
pages for which the physical memory is consistent with any
associated file or swap space

- Shared Dirty, which shows the number of bytes in Shared
pages for which the physical memory is not consistent with any
associated file or swap space

* Private, which shows the number of bytes in pages which are not
shared by at least two processes with independent address spaces. It
is further subdivided into:

- Private Clean, which shows the number of bytes in Private
pages for which the physical memory is consistent with any
associated file or swap space

- Private Dirty, which shows the number of bytes in Private
pages for which the physical memory is not consistent with any
associated file or swap space

File Descriptors Tab

The Process Details File Descriptors tab lists the files or devices associated with
the file descriptors for the process.
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Thefollowing illustrates the File Descriptors tab:

NightTune Process Details: hyena 4769 ntunegui

Memory Usage Memory | File Descriptors l Signals | LCapabilities Environment

Pathname/Description ‘

[dev/pts24

[dev/pts24

[dev/pts24

pipe:[10271195] (pid 4769/ntunegui fd 4)
pipe:[10271195] (pid 4769/ntunegui fd 3}
pipe:[10271198] (pid 4769/ntunegui fd &)
pipe:[10271198] (pid 4769/ntunegui fd 5)
socket:[10271199]: tcp: local=hyena:37895 remote=hyena:x11-ssh-offset(6010) state=ESTABLISHED
[fusrflib/NightTune/lib/ntune.msg
socket:[10271209] tcp: local=hyena:37896 remote=hyena:25517 state=ESTABLISHED
[proc

Jprocfshieldfirgs

fprocfshieldfitmrs

[procfshield/procs

Jprocfccur/switches

fproc/stat

[proc/imeminfo

[procfvmstat

[proc/diskstats

[procfinterrupts

Jproc/net/dev

fproc/4769/d

Rlglelslsslglsls(RlElElelal]alnlaluln]n]e

[updare | [ cose ] [_reb |

Figure 3-53. Process Details File Descriptors Tab

The following formats are used:
filename

The file descriptor is associated with the name filename.
filename (del eted)

The file descriptor is associated with afile that previously had the name filename,
but which has been deleted since this process opened it.

pipe:[inode] (other-pid) ...

The file descriptor is associated with a pipe with the specified inode number. If any
other processes on the sam system also have the pipe open, they will be listed as
other-pid.

socket:[inode]: tep/udp/raw: local=ip:port remote=ip:port state=s (other-pid) ...
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The file descriptor is associated with a TCP, UDP, or RAW socket with the specified
inode number. The local and remote | P addresses and ports are shown, if available.
The will be displayed as symbolic namesif possible. If the protocol is stateful (e.g.
TCP), state information is shown. States are valueslike ESTABLISHED, LIS-
TEN, FIN_WAIT1, etc. If theremote end of the socket is on the same system and
some other process is connected to that remote end, then the other process will be
listed as other-pid.

socket:[inode]: unix/type: name=associated-filename state=s

The file descriptor is associated with a UNIX domain socket with the specified
inode number. It may have atype of either stream or dgram. If the socket is asso-
ciated with afile, its associated-filename will be shown. If the protocol is stateful
(e.g. stream), state information is shown. States are values like LISTENING,
CONNECTED, etc.

socket:[inode]: packet

The file descriptor is associated with a PACKET socket with the specified inode
number.

TheProcess Details Signals tab showsthe signal handling capabilities of the process.

The following illustrates the Signals tab:
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NightTune Process Details:varmit 30654 ntiunesery

Memory Usage | Memary | File Descriptors ] Signals [ Capabilities | Envimnmem]

Number ¥ |  Name |Pending| Shared Pending | Blocked | lgnored| Handled | Restart|  Description (]

1 SIGHUP O O O O %) ) Hangup

2 SIGINT 0 O 0 O % | itz

3 sSIGQUIT [} (] [} (] 2] ] Quit

4 SIGILL (| O (| O (| (| lllegal instruction

5 SIGTRAP [ O 0 O 0 O Trace/breakpaint frap

6 SIGABRT (] (] (] (] (] (] Aborted

7 SIGBUS O O O O O O Bus error

8 SIGFPE O O O O O O Floating point exception D

9 SIGKILL [} [ [} [ [} [} Killed

10 SIGUSR1 (| O (| O (| (| User defined signal 1

11 sigsecv [ O 0 O 0 0 Segmentation fault

12 SIGUSR2 (| ] (| ] (| (| User defined signal 2

13 SIGPIPE O O O €] O O Broken pipe

14 SIGALRM [ ] O 0 O 0 0 Sbrmekh

15 SIGTERM [l O [l O %) 3 Terminated

16 SIGSTKFLT [] ] (] ] (] (] Stack fault

17 SIGCHLD [ O 0O O 0O 0O Child exited

18 SIGCONT (| ] (| ] (| (| Continued

19 SIGSTOP (] [ (] [ (] (] Stopped (signal)

20 SigTsTP [ O 0 O 0 0 Hirrrd]

21 SIGTTIN [l O [l O [l [l Stopped (tty input)

22 SIGTTOU (| O (| O (| (| Stopped (tty output)

23 SIGURG 0O O 0O % 0O O Urgent /O condition @
[ Update H Close H Help l
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Figure 3-54. Process Details Signals Tab
The columns’ meanings are:

Number

The numeric value of the signal.

Name

The symbolic name of the signal.

Pending

If this column is checked, then an instance of this signal is pending for this process
(and this particular thread if multi-threaded).
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Shared Pending

If this column is checked, then an instance of this signal is pending for this process
(and may be accepted by any thread in the process).

Blocked

If this column is checked, then the process has blocked delivery of this signal.

Ignored

If this column is checked, then the processis ignoring any instances of thissignal.

Handled

If this column is checked, then the process has a signal handler for thissignal.

Restart

If this column is checked, then if this signal interrupts a system call, it will be
restarted after the signal is handled (SA_RESTART).

Description

A description of the signal.

The Process Details Capabilities tab shows the capabilities associated with the pro-
cess.
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The following illustrates the Capabilities tab:

NightTune Process Details: varmit 30654 ntuneserv

Memory Usage | Memory | File Descriptors | Signals ] LCapabilities { Environment

Number ¥ Name | Inheritable | Permirledl Effective ‘ =l
0 CAP_CHOWN O x| [x]
e A DAC OVERRIDE - " «
2 CAP_DAC_READ_SEARCH [] 3 %]
3 CAP_FOWNER O % [x]
4 CAP_FSETID O (%] (3]
5 CAP_KILL O [ x]
6 CAP_SETGID O % %]
7 CAP_SETUID O % [x]
8 CAP_SETPCAP O O O
9 CAP_LINUX_IMMUTABLE [ ] % %]
10 CAP_NET_BIND_SERVICE [ % (x
11 CAP_NET_BROADCAST [ ] (% [x]
12 CAP_NET_ADMIN O % x|
13 CAP_NET_RAW O x| (x|
14 CAP_IPC_LOCK O (%] (3]
15 CAP_IPC_CWNER O x| [x]
16 CAP_SYS_MODULE O 3¢ [
17 CAP_SYS_RAWIO O [ [x]
18 CAP_SYS_CHROOT O x| x|
19 CAP_SYS_PTRACE O [ %
20 CAP_SYS_PACCT O ] (x]
21 CAP_SYS_ADMIN O %] [x]
22 CAP_SYS_BOOT O ] x| @

[ updare |[ cose ][ _reb |

Figure 3-55. Process Details Capabilities Tab

The columns’ meanings are:

Number

The numeric value of the capability.

Name

The symbolic name of the capability.

Inheritable

If this column is checked, then any new process created by this process (e.g. with
fork (2)) will inherit the capability.
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If this column is checked, then the process is permitted to have the capability, even

if it voluntarily disabled it.

Effective

If this column is checked, then the process has the capability currently.

The Process Details Environment tab lists the values of all environment variables

associated with the process and their values.

The following illustrates the Environment tab:

NightTune Process Detailst varmit 30654 ntunesery

Memory Usage | Memory | File Descriptors | Signals | Capabiliies | Environment l

PATH
PREVLEVEL

PWD

REDIRECT
ROOTFS_BLKDEV
ROOTFS_FSCK
ROOTFS_FSTYPE
RUNLEVEL
SHELL

SHLVL

SPLASH
SPLASHCFG
TERM

resume

Name v Value |
COLUMNS 155
CONSOLE /dev/console
DAEMON fusr/bin/nightstar/nstar.d
HOME !
INIT_VERSION sysvinit-2.86
LC_ALL POSIX
LINES 60
NIGHTSTAR_SOCKET 4

/shin:fusr/sbin:/binjusr/bin
N

!

[devfityl

[dev/sda2

0

ext3

3

/binfsh

2

yes
fetc/bootsplashfthemes/SuSE-SLES/config/lbootsplash-1280x1024.cfg
linux

[shinfstart_daeman

[dev/sda3

&

[ Update H Close H Help ]

Figure 3-56. Process Details Environment Tab
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Process Fields Menu

The Process Fields menu is displayed from the Display Fields option of the Pro-
cess List context menu. This menu allows you to select which fields (columns) are visi-
bleinthe Process List panel.

Thefollowing illustrates the Process Fields menu:

¥| Process ID

State
¥| Parent Process
User D
Lser Name
Thread Information
R Virual Memaory Size
Data Memory Size
Resident Memaory Size
X/ % CPU Time
X CPU Time
User Time
System Time
¥| Most Recent CPL
Affinity Mask
*| Mice

Priarity
®| Real-time Priority
®| Scheduling Class

Figure 3-57. Process Fields Menu

NOTE

The Process Fields menu, like the other menus, can be “torn
off” from the menu bar to reside in its own window separate from
NightTune by clicking on the dashed line at the top of the menu.
Thisis especially useful when making multiple changes to avoid
having to select the menu after every choice.

The following paragraphs describe each of the selectable fields in more detail:
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Process ID
Mnemonic: |
This field displays the PID column which contains the process ID as returned by
getpid(2).
State
Mnemonic: A

This field displays the State column, which contains the process state, which can
be one of:

* Running: currently running or on arun queue and able to run
* Waiting: also known as sleeping

* Disk: performing an uninterruptible sleep (usually disk 1/0)

* Stopped: stopped or traced

* Paging

* Zombie: adefunct process

Parent Process
Mnemonic: P

Thisfield displays the Parent column, which contains the process ID of the parent
process.

User ID
Mnemonic: U

The field displaysthe UID column, which contains the user 1D of the process.

User Name
Mnemonic: M

Thisfield displays the Username column, which contains user name correspond-
ing to the user ID.

Thread Information
Mnemonic: H

This field displays the Threads column, which contains the number of threadsin
the process.
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Virtual Memory Size
Mnemonic: V

This field displays the Size column, which contains the number of KB of virtual
memory associated with the process.

Data Memory Size
Mnemonic: D

Thisfield displays the Data column, which contains an approximation of the mem-
ory used by the program. It is essentially the total number of KB of virtual memory
used by the process less memory used for instruction (. text) pages. It includes
data pages used by shared libraries.

Resident Memory Size
Mnemonic: Z

This field displays the Resident column, which contains the number of KB of
memory associated with the process that is resident in physical memory.

%CPU Time
Mnemonic: T

Thisfield displays the % CPU column, which contains the percentage of CPU time
used by the process.

CPU Time
Mnemonic: C

Thisfield displaysthe CPU Time column, which contains the amount of CPU time
used by the processin seconds.

User Time
Mnemonic: E

This field displays the User column, which contains the amount of time used on
behalf of the process, excluding time spent in system calls, in seconds.

System Time
Mnemonic: S

Thisfield displays the System column, which contains the amount of time used on
behalf of the process for system calls in seconds.
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Most Recent CPU
Mnemonic: O

Thisfield displaysthe CPU column, which contains the number of the CPU upon
which the process last executed.

Affinity Mask
Mnemonic: F

This field displays the Affinity column, which contains the CPU affinity mask
which specifies on which CPUs the process can execute. The column may display
the term all, indicating that the process is free to run on any CPU on the system
(excluding shielded CPUs). When the CPU affinity does not designate all CPUs on
the system, the mask is displayed as a hexadecimal number. The least significant bit
in the mask represents logical CPU 0.

Nice
Mnemonic: N

This field displays the Nice column, which contains the nice value as set by the
nice (1) command or thenice (2) system service. The nice value provides an
initial basis used by the kernel for determining the priority of processesin the
SCHED OTHER. Lower valuesrepresent more favorable priorities.

Priority
Mnemonic: Y

Thisfield displaysthe Pri column, which contains the internal kernel priority value.
Lower values represent more favorable priorities. For processes in the
SCHED OTHER scheduling class, the priority is adjusted by the kernel as the pro-
cess runs, based on CPU utilization. For processes in other scheduling classes, the
values are determined from the real-time priority, negated and adjusted by a bias.

Real-time Priority
Mnemonic: R

Thisfield displays the RPri column, which contains the real-time priority within the
process's scheduling class, as specified by the program or by the run (1) com-
mand. Higher values represent more favorable priorities.

Scheduling Class
Mnemonic: L

This field displays the CL column, which contains the scheduling class associated
with the process. The possible values are:

* FF: FIFO policy
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* RR: round-robin policy
* OT: other policy (used for non-real-time processes)

The scheduling classes are explained in a bit more detail in “Scheduling Class’ on
page 3-59, and defined in even greater detail in sched setscheduler (2).

Systems Menu

The Systems selection from the Monitor menu allows you to control connection to
other systems on which NightTune isinstalled.

The following illustrates the Systems menu:

4% Disconnect...

() warmit

® hyena

Figure 3-58. Systems Menu

The following paragraphs describe each of the selectionsin more detail:

Connect...
Mnemonic: C
This displays the Remote System Connect dial og allowing you to connect to another
system. This dialog contains two tabs:
System Selection/Login

To connect to a system, select it from the dropdown list, type in the system
name or | P address or double-click in the list (which derives its information
from the /etc/hosts file). You will only be able to connect to a system on
which the same version of the ntune server is installed. Provide the appropri-
ate login name and password, then click on the Connect button.
Advanced

This tab alows you to set the CPU affinity, scheduling class and priority for
the ntune server on the target system, if desired.

Disconnect...

Mnemonic: D

3-80



NightTune Panels

This displays a dialog that allows you to disconnect from any of the systems to
which you currently are connected.

System Names

The names of the systems to which you are connected are listed. Selecting a system
name activates it as the “current” system for NightTune activities. When creating
new panels, they always correspond to the current system. The current system name
isindicated by thefilled radio button.
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4
Guide to Operations

This chapter guides you in operating NightTune to execute the following specific tasks:

* Monitoring User Processes (see “Monitoring User Processes’ on page 4-2)

¢ Changing User Process Scheduling Attributes (see “ Changing User Process
Scheduling Attributes” on page 4-6)

* Shielding a CPU (see “Shielding a CPU” on page 4-10)

* Changing the CPU Affinity of an Interrupt (see “ Changing the CPU Affin-
ity of an Interrupt” on page 4-14)
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Monitoring User Processes

If the Process List panel is not visible currently, select the Process List panel from
the Monitor menu or click onthe Process List tool icon.

The Process List panel will appear in the window as illustrated below:

| & NightTune sl [a=h ]

File View Monitor Tools Help

PR D H &2 BB J Hhe X e CeebunesFor [mamo || F g

marmot Process List:
PID | Pmml Dml%cpu |cpu T | UserlSyslem |cpu |Aﬁ'mily| Nice | Pri| RPrilCLl e -
B ﬁéUsers
@ daemon
i

B @ nobody
& ntp

-- @ root
@ scotts
-- @ sms
F- @ todd

Figure 4-1. Monitoring User Processes
Selecting the User Process

TheProcess List panel is populated with user lines which, when expanded, describe the
processes associated with each user.
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Click on the plus sign associated with the user name of the process you wish to monitor.
The list of processes is expanded beneath the user name as shown below. If you wish to
see children of agiven process (e.g. init), then click on its plus sign.

NightTune
File View Monitor Tools Help
B I; éje} @ II @ @ g ﬁ a s 9 ‘ﬁ ‘ m x £ CreatePaneIsFor:ﬂ ,;F
marmaot Process List:
PID |Pmm|Dm|%cpu|cpu11me| Mn |System|CPU|Aﬁ'mily|Nice|PrilRPrilCLl R v [
E!---ﬁéUsers
-- @ daemon
.. @ Ip
@ mail
-- @ mario
@ messageb
& @ mysal
@ nobody
.. ﬁ ntp
B @ root
1 0 232 0.0 1037 440 6.97 0 all 0 16 0 ar B @ init
2708 1 248 0.0 0.00 0.00 0.00 4 all 0 16 0 ar - 4 acpid
2575 1 248 0.0 0.00 0.00 0.00 0 all 0 16 0 ar - i agetty
3429 1 8448 0.0 058 011 047 6 3 13 0 - @ auditd
4305 1 240 0.0 1.09 042 0.67 6 all 0 16 0 ar B @ cron
26 1 0 0.0 26,68 26.68 0.00 0 0x1 -5 10 0 ar - 4 events/0
27 1 0 0.0 2076 2076 0.00 1 0x2 -5 10 0 ar - i events/l
28 1 0 0.0 1464 1464 0.00 2 Ox4 -5 10 0 ar - {F eventsf2
29 1 0 0.0 1277 1277 0.00 3 0x8 -5 10 0 ar - i events3 @
o 1 o oo 10041004 oo PR T c_an o_oT Y u
A

Figure 4-2. Selecting the User Process

Process attributes are displayed and updated periodically.
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If aprocessis multi-threaded, the list of individual threads will be displayed when the par-
ent process is selected and Show Threads is checked on the Process List context
menu as shown below:

| Ly NightTune [ [=hl e
File View Monitor Tools Help
@ I; éa @ II B @ @ ﬁ a s 9 ‘ﬁ ‘ Iﬂ x &3 - Create Panels For: ﬂ ,;j
marmaot Process List:
PID |Pmm|0m|%cpu|cpu11m| User |System|CPU|Aﬁ'mily|Nice|Pri|RPri|CL| e - F:’
4044 1 30.. 0.0 2638 1517 1121 0 0 16 0 - i@ nscd
3399 1 6000 0.0 733 1.65 5.68 2 all 0 16 0 or - i nslm
3535 1 272 0.0 0.00 0.00 0.00 7 all 0 16 0 or - 4 nstard
20475 1 544 0.0 22.16 714  15.02 0 all 0 15 0 or - ntuneserv
32019 1 544 07 2.02 0.69 133 7 all 0 15 0 or - F ntunesery
3388 0.0 12890  46.94 81.96 [} all 0 15 0 or
3587 0.0 0.00 0.00 0.00 0 all 0 18 0 or
3588 0.0 27.59  16.60 10.99 4 all 0 15 0 or
4034 1 412 0.0 0.49 039 0.10 0 all 0 16 0 or -~ { powersaved
2687 1 252 0.0 0.01 0.00 0.01 3 all 0 16 0 or - 4 resmgrd
4384 1 1948 0.0 12.71 6.90 5.81 4 all 0 16 0 or - rpcmountd
3831 1 2668 0.0 021 0.04 0.17 [} all 0 16 0 or - 4 rpm
5242 1 1884 0.0 0.05 0.04 0.01 4 all 0 16 0 or - i rpm
6619 1 2668 0.0 0.05 0.04 0.01 7 all 0 16 0 or - 4 rpm
BO3E8 1 2664 0.0 0.05 0.04 0.01 [} all 0 16 0 or - i rpm
9421 1 2656 0.0 0.05 0.04 0.01 [} all 0 16 0 or - 4 rpm
10805 1 2656 0.0 0.05 0.04 0.01 [} all 0 16 0 or - i rpm
12213 1 2664 0.0 0.05 0.04 0.01 0 all 0 16 0 or - 4 rpm
135091 1 2656 0.0 0.05 0.04 0.01 4 all 0 16 0 or - i rpm @
1ANTA 1_accA nn 0N 0N 0N o Tl n__1c 0T P S——
4

Figure 4-3. Monitoring Multi-threaded Processes

Customizing the Process Information

Select the Display Fields item from the Process List context menu to display the
Process Fields menu.

NOTE

The Process Fields menu, like the other menus, can be “torn
off” from the menu bar to reside in its own window separate from
NightTune by clicking on the dashed line at the top of the menu.
Thisis especialy useful when making multiple changes to avoid
having to select the menu after every choice.

Select or deselect process fields of interest to customize the display.
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In theillustration below, the following process fields have been selected for display:

- Process ID

- Thread Information

- Virtual Memory Size

- Resident Memory Size
- CPU Time

- Most Recent CPU

- Affinity Mask

- Real-time Priority

- Scheduling Class

NightTune

File View Monitor Tools Help
@ I; @ ia II @ % @ m a s ? ﬁ O n x 3  Create Panels For:ﬂ ,9'
marmaot Process List:
PID |Thrnds| B |ResidemlCPUTlme|CPU|Aﬂ'|r|ily|RPri|CL| e v |2
4044 28 130172 1680 2638 0 0 - 48 nscd
3309 1 7340 1480 733 2 all 0 OT - 4% nslm
3535 1 2732 508 0.00 7 all 0 oT -~ 4§ nstard
20475 1 5216 1440 22.16 0 all 0 OT - ntuneserv
32019 1 5216 2200 2.55 7 all 0 oT - @ ntuneserv
3388 128.91 6 all 0 oT
3587 0.00 0 all 0 OT
3588 27.60 2 all 0 oT
4034 1 4256 1000 0.49 0 all 0 oT - 4F powersaved
2687 1 1800 408 0.01 3 all 0 oT - 4§ resmgrd
4384 1 3668 2336 1271 4 all 0 OT - 4§ rpc.mountd
3831 1 6316 1552 021 2 all 0 oT - 4 rpm
5242 1 5532 1552 0.05 4 all 0 OT -~ 4% rpm
6619 1 6316 1552 0.05 7 all 0 oT - 4 rpm
BO38 1 6312 1552 0.05 6 all 0 OT -~ 4% rpm
9421 1 6304 1552 0.05 6 all 0 oT - 4 rpm
10805 1 6304 1552 0.05 6 all 0 OT -~ 4% rpm
12213 1 6312 1552 0.05 0 all 0 oT - 4 rpm
13591 1 6304 1552 0.05 4 all 0 OT -~ 4% rpm @
1anza 1 £212 acca oot 2 m n_oT Y

Figure 4-4. Customizing the Process Information

See “Process List Panel” on page 3-46 for more information on process monitoring.
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Changing User Process Scheduling Attributes

Select the thread or process by clicking on the line displayed for that thread or process,
then right-click to display the Process List context menu. Select Process Scheduler
from thismenu to display the Process Scheduler dialog, as shown below:

marmot: NightTune = Process Scheduler

28019 (ntuneserv)
Scheduling Class: H — Current System Values
- = Scheduling Class: Other
Nice Value: 0 = Nice Value: 0
[ ];] Real-time Priority: 0
- Time Quantum: 100 msecs
[ H CPU Affinity: all
CPU Affirity ~CPU Shielding Legend
[ o0& @H 1& @H 28 @H 18 @l E’ Shielded from processes
[4 o @H 5@ @H 6 @ @H 7 8 @l {E} Unshielded from processes
(h cPUdown
| sean | | ClearAll |
l OK ] l Apply l [ Reset ] l Cancel l [ Help ]

Figure 4-5. Process Scheduler Dialog

The current scheduling attributes are shown in the dial og.

Change the Scheduling Class to Round Robin, the Real-time Priority to 20, and
clear all CPU Affinity boxes except for CPU 0, which should be selected.

Click on Apply to apply the changes to the process; the Process Scheduler dialog dis-

plays the changes and the Process List panel display changes on the next refresh indi-
cating the new scheduling attributes, as shown below:
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) NightTune m’?‘m
Eile View Monitor Tnols Help
PR DA @2+ BD § e @ ¥ € Ceecburedfo
marmot Process List:

PID |Thmnds| Size |Rr.sidr.mlCPUﬁmelCPUlAﬂinillePrilCL| Command - |-
4358 1 0 D 125656 6  al 0 @ nfsd

1350 1 0 0 128081 & al 0 OT @ nfsd

4042 28 130172 1680 2628 1 0 @ nscd

3300 1 740 1464 730 2 al o0 or & nsim

3535 1 272 508 000 0 al 0 ar @ nstard

20475 1 5216 1440 2216 1 al 0 OT @ ntuneserv

3388 3 50168 3220 15502 S 0 B @ owcimomd

12826 5 al 0 oOT = @
0.00 1 all 0 ar & Tune = Process scheduler
2746 0 a0 OT - @ 28019 (ntur

4034 1 425 1000 049 5 al 0 ar @ powersaved

2687 1 1800 408 001 3 al o or & resmgrd

1384 1 3668 2336 1262 4 al 0 aT @ rpemountd Scheduiing Class: |Rouna Robin || Current System Values——

3831 1 8316 1552 021 1 al o or — & pm Scheduling Class: Round Robin

5242 1 55z 1s%2 005 4 al 0 ar & pm :B . 0

on 3w s oo 6 a0 T e PR

Time Quantum: 100 msecs

9421 1 6304 1552 005 6 al 0 oT ~ @ pm CPU Affinity: ol

10805 1 6304 1552 005 6 al 0 ar & pm

12213 1 8312 1552 0.05 5 al 0 oT — 4§ rpm CPU Affinity CPU Shielding Legend

13591 1 6304 1552 005 4 al 0 ar & pm

14974 1 @12 1552 005 2 al 0 O _— I oe ®H 1e D“ 2e DH 38 Dl £ Shielded from processes

16398 1 6308 1552 005 4 al o o & pm |4 . DH ™ D“ ™ DH 78 DI 4§ Unshielded from processes

17781 1 604 1552 005 5 al 0 or — & pm ¢y CPUdown

19162 1 612 1552 005 4 al 0 or @ pm

20568 1 6308 1552 005 6 al 0 oOT — & pm

21949 1 6304 1552 005 5 al 0 ar & pm

23332 1 @4 1552 005 7 al 0 or — m [ ok ]| Apply |[ Reset H T H Help ]

24729 1 6308 1552 005 5 al 0 ar & pm

26112 1 8316 1552 005 6 al 0 oOT — & pm @
17ART a1 &23n 1EED nne 7 -l n__om e e

A

Figure 4-6. Changing User Process Scheduling Attributes
Using Drag and Drop to Change Process CPU Affinity

NightTune allows you to use drag and drop actions to change the CPU affinity of a pro-
cess, group of processes, or individual threads.
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If the CPU Shielding and Binding panel is not visible currently, select the CPU
Shielding and Binding panel from the Monitor menu or click on the CPU Shield-
ing and Binding tool icon.

The CPU Shielding and Binding panel will appear in the window next to the Pro-
cess List panel as shown below:

NightTune

File View Monitor Tools Help
E I; f?ﬂ @ II ﬁ @ g W % s ? -% ‘ Ig x &3  Create Panels For: ﬂ ,gj'
marmat Process List: marmot CPU Shielding and Binding:
PID |Threads| s |Residem|CPUT|me|CPU|Aﬂ'|n'rly|RPri|CL| ERrTa el v FL' | marmot: Intel(R) Xeon(TM) CPU 2.80GHz |
4358 1 0 0 125956 6 al 0 or & nfsd - System
4359 1 0 0 128081 6 al o0 or - 4 nfsd B Chip 0
4044 28 130172 1680 2628 1 0 - 48 nscd | E-Core0
3399 1 7340 1464 730 6 al o0 or - 4 nslm CPUD [0% Usage]
3535 1 2732 508 000 0 al o0 or - 45 nstard CPU4 [2% Usage]
20475 1 5216 1440 2216 1 al 0 or - 4 nuneserv
P2 0% Usage
3388 3 50168 3220 15573 S 0 B 4 owcimomd CPUG [0% Usage]
12827 5 al o0 o Lo
000 1 all 0 of o
2746 0 al o0 or Lo CPU3 (0% Usage]
4034 1 4256 1000 049 5 all 0 o7 - 4} powersaved CPU7 [0% Usage]
2687 1 1800 408 001 3 al o0 or - 45 resmgrd
4384 1 3668 2336 1262 4 al 0 or - 4% rpcmountd CPU1 [0% Usage]
3831 1 6316 1552 021 4 al o0 or - 45 rpm CPUS  [0% Usage]
5242 1 5532 1552 005 4 al 0 o - 4 rpm
6619 1 6316 1552 005 7 al o0 or & pm
8038 1 6312 1552 005 6 al o0 or - 4% pm
9421 1 6304 1552 005 6 al o0 or - 4% rpm
10805 1 6304 1552 005 6 al o0 or - 4% pm
12213 1 6312 1552 005 S al o0 or - i pm
13501 1 6304 1552 005 4 al 0 or - 4% pm
14974 1 6312 1552 005 2 al o0 or - 48 rpm
16398 1 6308 1552 005 4 al 0 o - 45 pm
17781 1 6304 1552 005 5 al o0 or & pm
19162 1 6312 1552 005 4 al o0 or - 4% pm
20568 1 6308 1552 005 6 al o0 or - 4§ pm
21949 1 6304 1552 005 5 al o0 or - 4% pm
23332 1 6304 1552 0os 7 al o0 or - i pm
24729 1 6308 1552 005 5 al 0 or - 4% pm
26112 1 6316 1552 005 6 al o0 or - 48 rpm @
27407 ki L2200 1EET N_NE 7 Sl [l T W e——
V)

Figure 4-7. Viewing CPU Status

For each CPU displayed, alist of processes and interrupts that are bound to the CPU are
availablein the CPU Shielding and Binding panel. To see them for a CPU, select
that CPU, right click and select Expand All.

A process or interrupt is considered bound to a CPU if the CPU affinity of the process or
interrupt specifies only that single CPU.
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When you changed the CPU affinity of your process in the section above to CPU 0, it
became bound to CPU 0. The process now appears under Bound Processes for CPU 0, as
shown below:

NightTune
File View Monitor Tools Help
E I; &e a II ﬁ @ g ﬁ a s gz & ‘ Ig x & F Create Panels For: ﬂ ,;F
marmat Process List: marmot CPU Shielding and Binding:
| PID |Threads| S |Residem|CPU ﬁmelCPUlAﬁn'ﬂlePrilCLl R v FL' marmot: Intel(R) Xeon(TM) CPU 2.80GHz
4358 1 i 0 125956 6 al 0 oT w4 nfsd = System
4359 1 i 0 128081 ] al 0 oT - 4 nfsd Er Chip 0
4044 28 130172 1680 2628 5 0 - 48 nscd | - Core 0
3399 1 7340 1464 730 6 al 0 oOT & nslm £ i3 CPUD [0%
3535 1 2732 508 0.00 1] all 0 aT - 4% nstard - Bound Processes: 1 Threads: 1
20475 1 5216 1440 2216 1 all 0 o7 - 4§ ntuneserv -~ 28019 ntunesery
1 ] 2 . ntunesenv Bound Interrupts: 0
3388 3 50168 3220 155.73 1 0 B+ # owcimamd e (h # O 8@ CPU4 B% Usage]
12827 1 all 0 of - -
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Figure 4-8. Bound Processes

To change the CPU of that process again, press and hold the middle mouse button over the
process entry under CPU 0 Bound Processes. Drag the pointer to CPU 1 and release the
mouse button. Then right click on CPU 1 and select Expand All to see the bound pro-
cesses for that CPU.
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The new CPU affinity isreflected inthe Process List panel and under Bound Processes

for CPU 1.
[ NightTune = (e e
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Figure 4-9. Using Drag and Drop to Change Process CPU Affinity

Similarly, you can drag a process or group of processes from the Process List panel and
drop them onto a CPU entry inthe CPU Shielding and Binding panel to change their

CPU affinity.

See “Process List Panel” on page 3-46 and “ CPU Shielding and Binding Panel” on page
3-7 for more information on process CPU affinity.

Shielding a CPU

4-10

This section describes activities associated with shielding a CPU.

Close the Process List panel from the window by clicking on the X in the upper right
corner of the panel.
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Ensure that the CPU Shielding and Binding panel isin the window.

Next, ensure that bound processes and interrupts are visible for all CPUS by right clicking

on the System item and selecting Expand All.

NightTune
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Figure 4-10. CPU Shielding and Binding Panel

The CPU Shielding and Binding panel above describes a system with two physical
CPU chips, each of which has two cores, each of which has two hyper-threaded logical
CPUs. CPU 0 and CPU 4 are the two logical CPUs which comprise physical chip 0's core
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0; CPU 2 and CPU 6 are the two logical CPUs which comprise physical chip 0's core 1,
etc.

NOTE

Not all systems support hyper-threading. Systems with
hyper-threading have two CPUs per core in the CPU Shielding
and Binding panel. However, the sibling CPU is not always a
logical CPU with a consecutive number. In thisexample, CPU 4 is
CPU 0's hyper-threaded sibling.

The panel aboveindicatesthat no shielding is currently active and that a single process has
been bound to CPU 1.

To specify shielding on a CPU, right-click on the CPU Shielding and Binding panel
and select the Change Shielding menu item. The CPU Shielding dialog appears, as
shown below:

Click on icons to change CPU shielding
.CPUD ¢h F O @ @ §
L mCPUs H OB @I
| [ Corel
: .CPU2Z (h F O @ @ §
----- cPUs (h ¥ & & @ F
- Chip 1
El Core
cPUs (h F o @ @ F
L herur h F O @ @ P
El- Core 1
cPUul (h F o @ @ §
----- CPUsS (h ¥ & & @ F
[ ()4 H Apply H Reset H Cancel H Help ]

Figure 4-11. CPU Shielding Dialog

To specify maximum shielding on CPU 5, click the maximum shield icon. 5 in the box
for CPU 5.

The CPU Shielding dialog display changesto indicate that CPU 5 isto be shielded from
interrupts, processes, the local timer, and hyper-threading. To achieve the shielding from
hyper-threading for CPU 5, its hyper-threading sibling, CPU 1, is marked Down automat-
ically. If your system does not support hyper-threading, CPU 1 will remain unchanged.
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marmot: CPU - Shielding

Click on icons to change CPU shielding

[EEtting differ frem system ]

El- System

GG
o0
ee

S R
e 06
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b Chip 1
El Core

GG
ey, oy
o0
ee

o0
ee
G G Q. G.

GG

o oo
a@

éc

| ok || Ay | Reset | cancel |[ Hep |

Figure 4-12. Shielding a CPU

Click on Apply to apply the shielding changes.

In the illustration above, there was a process bound to CPU 1. This prevents CPU 1 from
being marked down. A diagnostic dialog similar to the following will appear if this situa-
tion exists:

NightTune - Error

Q An error occurred while setting the CPU shielding specified

Y ou may not have sufficient privileges to perform the requested operations,
or the requested shielding may be incompatible with existing process and
interrupt affinities.

] l Cancel l

Figure 4-13. Error Shielding CPU

The process that is bound to CPU 1 must first be moved to another CPU before it can be
marked Down.

Press Cancel to close the CPU Shielding dialog. Drag the processin the Bound Pro-
cesses list under CPU 1 using the mouse button from CPU 1 to CPU 3. Re-open the
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CPU Shielding dialog by right-clicking on the CPU Shielding and Binding panel
and selecting the Change Shielding menu item. In the CPU Shielding dialog, click
the Max Shield icon on CPU 1. Now click the Apply button again and the CPU
Shielding dialog disappears and the CPU Shielding and Binding panel will reflect
the changes.

Interrupts may also be bound to specific CPUs. The Bound Interrupts entry in the
CPU Shielding and Binding panel displays the list of interrupts that are bound.
Bound interrupts prevent downing a CPU just as bound processes do. Interrupts may be
dragged from the list to other CPUs in the same manner as with processes.

See “CPU Shielding and Binding Panel” on page 3-7 for more information on CPU shield-
ing.

Changing the CPU Affinity of an Interrupt

4-14

Add the Interrupt Activity panel to the window using the Monitor menu or the Inter-
rupt Activity tool icon. Close all other panelsif they exist by clicking on the X in the
upper right corner of each panel.

If al the Interrupt Activity panes are displayed, hide the bar graph and line graph panes
by unchecking the Show bar graph pane and Show line graph pane items from
the Interrupt Activity Context Menu. The context menu is displayed by right-click-
ing while positioned in the Interrupt Activity panel.

The NightTune window will display the Interrupt Activity Text pane as shown below:
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Legend: ;f Unshielded v Shielded (!) Inacrive"-ﬂ- Bound

Figure 4-14. Monitoring Interrupt Activity

Click on the line associated with an interrupt, right-click to display the Interrupt Affin-
ity context menu, then select the Set CPU Affinity menu item to display the Interrupt
Affinity dialog, as shown below:
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4-16

marmot: NightTune = Interrupt Athmity

Edit Interrupt Configuration

Current Affinity
Interrupt: [ 193 I0-APIC-level skge H "

Interrupt Affinity

CPU Shielding Legend

lU @H 1dy @H 2 ¥ @H 37 @l v Shielded from interrupts
l4 ¥ @H 5 vlle 6 7 IEH 7 @l 5{ Unshielded from interrupts
[ Set Al I [ Clear All ] (h cPu down
[ oK H Apply H Reset H Cancel H Help l

Figure 4-15. Interrupt Affinity Dialog

Clear al the CPU affinity settings by clicking on Clear All. Then select CPU 0 by click-
ing on its checkbox. Apply the change by clicking on the Apply button.

The CPU affinity change will bereflected in the Interrupt Activity panel. A Bound icon
will now appear in the cell for the serial interrupt on CPU 0, indicating that its affinity
mask has selected CPU 0 but not all other CPUs.
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Theillustration below reflects the affinity change for the serial interrupt:

NightTune

File View Monitor Tools Help
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4

Figure 4-16. Changing the CPU Affinity of an Interrupt

Using Drag and Drop to Change Interrupt CPU Affinity

NightTune allows you to use drag and drop actions to change the affinity of an interrupt.

Inthe CPU Shielding and Binding panel, under CPU 0, is an item called Bound
Interrupts. Under itisalist of interrupts. Click the line describing an interrupt, then
drag the pointer to another CPU and rel ease the mouse button.
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The Bound Processes and the Bound Interrupts lists under the destination CPU
reflect the change, as shown below:
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Figure 4-17. Using Drag and Drop to Change Interrupt CPU Affinity

See “Interrupt Activity Panel” on page 3-19 for more information on interrupt CPU affin-

ity.
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A
NightStar Licensing

NightStar RT uses the NightStar License Manager (NSLM) to control access to the Night-
Star RT tools.

Licenseinstallation requires alicence key provided by Concurrent (see “License Keys' on
page A-1).The NightStar RT tools request alicence (see “License Requests’ on page A-2)
from alicense server (see “License Server” on page A-2).

Two license modes are available, fixed and floating, depending on which product option
you purchased. Fixed licenses can only be served to NightStar RT users from the local sys-
tem. Floating licenses may be served to any NightStar RT user on any system on a net-
work.

Tools are licensed per system, per concurrent user. A single license is shared among any or
all of the NightStar RT tools for a particular user on a particular system. The intent isto
allow n developers to fully utilize all the tools at the same time while only requiring n
licenses. When operating the tools in remote mode, where atool is launched on alocal
system but is interacting with a remote system, licenses are required only from the host
system.

You can obtain a license report which lists all licenses installed on the local system, cur-
rent usage, and expiration date for demo licenses (see “ License Reports’ on page A-3).

The default configuration includes a strict firewall which interferes with floating licenses.
See “Firewall Configuration for Floating Licenses” on page A-3 for information on han-
dling such configurations.

See “License Support” on page A-4 for information on contacting Concurrent for addi-
tional assistance with licensing issues.

Licenses are granted to specific systems to be served to either local or remote clients,
depending on the license model, fixed or floating.

License installation requires a license key provided by Concurrent. To obtain a license
key, you must provide your system identification code. The system identification code is
generated by thens1lm_ admin utility:

nslm admin --code

System identification codes are dependent on system configurations. Reinstalling Linux
on a system or replacing network devices may require you to obtain new license keys.

To obtain alicense key, use the following URL :

A-1



NightTune User’s Guide

http://www.ccur.com/NightSar RTK eys

Provide the requested information, including the system identification code. Your license
key will beimmediately emailed to you.

Install the license key using the following command:
nslm admin --install=X0X-X0X-XX-XK-XXXX

Where Y0000 X000-x000- XXX S the key included in the license acknowledgment email.

License Requests

By default, the NightStar RT tools request a license from the local system. If no licenses
are available, they broadcast a license request on the local subnet associated with the sys-
tem’s hosthame.

You can control the license requests for an entire system using the /ete/nslm.config
configuration file.

By default, the /etc/nslm.config file contains aline similar to the following:
:server @default

The argument @default may be changed to a colon-separated list of system names, system
I P addresses, or broadcast | P addresses. Licenses will be requested from each of the enti-
tiesfound in thelist, until alicenseis granted or al entriesin the list are exhausted.

For example, the following setting prevents broadcast requests for licenses, by only speci-
fying the local system:

:server localhost

The following setting requests a license from server1l, then server2, and then a
broadcast request if those fail to serve alicense:

:server serverl:server2:192.168.1.0

Similarly, you can control the license requests for individual invocations of the tools using
the NSLM SERVER environment variable. If set, it must contain a colon-separated list of
system names, system |P addresses, or broadcast | P addresses as described above. Use of
the NSLM_SERVER environment variable takes precedence over settings defined in
/etc/nslm.config.

License Server
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The NSLM license server isautomatically installed and configured to run when you install
NightStar RT.
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NightStar Licensing

Thenslm serviceisautomatically activated for runlevels 2, 3, 4, and 5. You can check on
these settings by issuing the following command:

/sbin/chkconfig --list nslm
In rare instances, you may need to restart the license server viathe following command:
/sbin/service nslm restart

Seens1m (1) for moreinformation.

License Reports

A license report can be obtained using thenslm admin utility.
nslm admin --list

listsall licenses installed on the local system, current usage, and expiration date (for demo
licenses). Use of the - -verbose option aso listsindividual clientsto which licenses are
currently granted.

Adding the - -broadcast option will list thisinformation for all servers that respond to
abroadcast request on the local subnet associated with the system’s hostname.

Seenslm_admin (1) for more options and information.

Firewall Configuration for Floating Licenses

RedHawk does not support afirewall configuration by default, because iptables support is
disabled. However, it is possible to build a custom kernel with iptables support enabled. If
that is done, and floating licenses are used, the iptables firewall rules must be configured
to allow the license requests and responses to pass.

If the system with iptables support and firewall rules is serving licenses, then the firewall
rules must be arranged to allow license requests on UDP port 25517 and TCP port 25517
from any systems that will make license requests. For example, in asimple firewall, rules
like the following, inserted before any DROP or REJECT rules, might work:

iptables -A INPUT -p udp -m udp -s subne/mask --dport 25517 -j ACCEPT
iptables -A INPUT -p tcp -m tcp -s subne/mask --dport 25517 -3j ACCEPT

If the system with iptables support and firewall rules is running NightStar RT tools and
receiving floating licenses, then the firewall rules must be arranged to allow license
responses on UDP port 25517 from any system serving licenses. For example, in asimple
firewall, rules like the following, inserted before any DROP or REJECT rules, might work:

iptables -A INPUT -p udp -m udp -s subne/mask --sport 25517 -j ACCEPT
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License Support

A-4

For additional aid with licensing issues, contact the Concurrent Software Support Center
at our toll free number 1-800-245-6453. For calls outside the continental United States, the
number is 1-954-283-1822. The Software Support Center operates Monday through Fri-
day from 8 am. to 5 p.m., Eastern Standard Time.

You may also submit a request for assistance at any time by using the Concurrent Com-
puter Corporation web site at http://www.ccur.com/isd_support_contact.asp or by send-
ing an email to support@ccur.com.


http://www.ccur.com/isd_support_contact.asp
mailto:support@ccur.com

B
Kernel Dependencies

Concurrent’s RedHawk kernel provides features and performance gains that are critical
for the optimal operation of the NightStar RT tools.

The NightStar RT tools can operate in a host-only mode on Red Hat systems without Con-
current’s RedHawk kernel, cross-targeting to RedHawk systems.

Additionally, the NightStar RT tools can function on Red Hat systems without the
RedHawk kernel, but will lack the numerous advantages afforded by running with it.

The following sections describe the additional functionality and capabilities of the Night-
Star RT tools when running Concurrent’s RedHawk kernel

Advantages for NightView

The following advantages are afforded NightView when Concurrent’s RedHawk kernel is
running:

¢ Application speed conditions
Provides “ execution-speed” patches, conditions, and ignore counts.
* Signal handling

Allows NightView to pass signals directly to a particular process, avoiding context
switching.

Advantages for NightTrace

The following advantage is afforded NightTrace when Concurrent’s RedHawk tracing
kernel isrunning:

* Kernel tracing

Users of NightTrace gain the ability to obtain kernel trace data and combine that
with user trace data. Kernel tracing is an incredibly powerful feature that not only
provides insight into the operating system kernel but also provides useful informa-
tion relating to the execution of user applications.

The RedHawk kernel is provided in three flavors:

* Tracing
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* Debug
* Plain

The Tracing and Debug flavors provide the features required for NightTrace kernel
tracing. These kernels can be selected at boot-time from the boot-loader menu.

Advantages for NightProbe

The following advantages are afforded NightProbe when Concurrent’s RedHawk a
RedHawk or SLERT kernel is running:

* Minimal intrusion

Allows NightProbe to read and write variables without stopping the process for each
sample or write operation.

* Sampling performance

Allows NightProbe to use direct memory fetches for data sampling (as opposed to
programmed 1/O) which isimportant for high-rate data acquisition.

* Concurrent debugging/probing

Allows NightProbe to probe programs already under the control of a debugger or
another NightProbe session.

* PCI Device probing

Allows NightProbe to probe PCI device memory via the Base Address Register
(BAR) file system.

Advantages for NightTune

The following advantage is afforded NightTune when Concurrent’s RedHawk a RedHawk
or SLERT kernel is running:

* Context switch rate

Allows NightTune user to display the context switch counts per CPU instead of for
the overall system.

* CPU shielding

Individual CPUs can be shielded from interrupts and processes allowing CPUs to be
dedicated solely to specific interrupts and processes that are bound to the CPU.
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* CPU sibling interference

Individual CPUs can be marked down to avoid interfering with hyperthreaded sib-
ling CPUs and dual-core sibling CPUs. Hyperthreaded CPUs share al the resources
of their sibling CPU. Dual-core CPUs share the CPU cache and a path to memory
with their sibling CPU.

¢ Detailed memory information
Detailed process memory descriptions include the residency and lock state of any

pagein aprocess, and their association with physical memory poolsfor NUMA sys-
tems.

Frequency Based Scheduler

The Frequency Based Scheduler is only available on RedHawk systems from Concurrent
Computer Corporation. Itisrequired for all NightSim usage.

NightSim is only included in NightStar distributions intended for use on RedHawk sys-
tems.

PCI Bar File System

The PCI Bar File System is only available with the RedHawk kernel from Concur-
rent Computer Corporation and SLERT versions 1.0-1.6 kernel from Novell.

On other systems, PCI Device probing will be disabled within NightProbe.
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